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We investigate Poiseuille channel flow through intrinsically curved (campylotic) media, equipped with localized metric perturbations (campylons). To this end, we study the flux of a fluid driven through the curved channel in dependence of the spatial deformation, characterized by the campylon parameters (amplitude, range and density).

I. INTRODUCTION

In many physical systems in Nature, the motion of particles is restricted to a given manifold (e.g., to a two-dimensional surface). For example, soap bubbles are commonly described as a two-dimensional fluid moving on a spherical surface, since the perpendicular radial dimension is negligibly small [1]. The same concept applies to curved two-dimensional interfaces, e.g., molecular films around an emulsion or aerosol droplet, soap films or foam bubbles, the Earth's atmosphere or the photosphere of the sun [2–5]. Because of their experimental accessibility, soap films are of particular interest for the study of 2D surface flow, as they can be fabricated on large scales [6] and provide the possibility to study custom-made curvature effects on the flow experimentally. Another important field of application is the dynamics of lipid bilayers in microbiology [7]. These lipid bilayers are of particular importance since they constitute the envelope of most of the cell components. In particular, lipid bilayer membranes are known to enter a fluid phase above a transition temperature [7] and can thus be described as a viscous two-dimensional fluid moving along the curved membrane, as has been confirmed experimentally [8–10].

Thinking of cosmological scales, space-time itself can be seen as a four-dimensional, intrinsically curved medium whose curvature is caused by the matter it contains according to the Einstein field equations [11]. As a consequence, flow of cosmic dust is deflected in the gravitational and space-curving field of the surrounding stars. Besides these natural systems, curvature also plays an important role in engineering applications, considering for example flow through curved pipes, where the extrinsic curvature of the channel causes different types of instabilities (Taylor-Couette instability, Dean instability, Goertler instability [12], etc.).

Recently, we have found that local sources of curvature induce dissipation within a viscous fluid [13]. In this paper, we study a different setup, namely Poiseuille-like channel flow through an intrinsically curved medium (campylotic medium), where the dissipation exerted by the walls dominates over the dissipation induced by the metric perturbations (called campylons), and therefore, the latter one can be neglected. Starting from flat space, we introduce local sources of curvature by adding localized perturbations (campylons) \(\delta g\) to the Riemann metric \(g\). The campylons are characterized by their amplitude \(a_0\), range \(r_0\), and number density \(n\). The fluid is driven through the campylotic channel according to the Navier-Stokes equations in curved space, as illustrated in Fig. 1. For different configurations of campylons, we measure the flux of the Poiseuille-like flow in the stationary state and establish a connection between the flux and the curvature parameters of the campylotic medium. To this...
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Figure 1. Velocity streamlines of a fluid driven through a campylotic medium with randomly distributed metric perturbations (campylons). The colors represent the strength of the perturbation \(\delta g\) added to the diagonal components of the metric tensor, ranging from flat space (blue) to high perturbation (red).
end, we consider a two-dimensional channel with regularly and randomly arranged campylons (see Fig. 2 and 6 for a sketch), finding that the flux depends only on the specific combination of the campylon parameters, which we identify as the average strength of the metric perturbations $\langle \delta g \rangle \sim a_0 r^2 \xi + \mathcal{O}(a_0^2)$. Plotting the flux as function of $\langle \delta g \rangle$, we observe that all the data points collapse onto a single curve, which we describe by an empirical flux law. Secondly, we investigate flow through a three-dimensional campylotic channel, in order to clarify the influence of the spatial dimension. In three dimensions, we find an analogous flux law to the two-dimensional case.

For the simulations, we use the lattice Boltzmann (LB) method, which describes the motion of a fluid from the perspective of kinetic theory (for a review of the standard LB method see Ref. [14, 15]). Recently, the LB method has been extended to general Riemannian manifolds [16–18], allowing to simulate fluid flow in nearly arbitrary, smooth geometries. Here, we have further improved the method in Ref. [18] by improving the treatment of discrete lattice effects, which originate from the forcing term of the LB equation and which lead to spurious source terms in the Navier-Stokes equations (see also Ref. [19]). By significantly reducing the discrete lattice effects, we have been able to improve the accuracy of our method considerably.

The paper is organized as follows: In section II we review the lattice Boltzmann method in curved space and present an improved model in which spurious discrete lattice effects are canceled. Next, in section III, we study channel flow through different types of campylotic media, starting from two-dimensional media with regularly and randomly arranged campylons and ending with three-dimensional media. We compare the results to a previous study in Ref. [16]. Finally, we present a validation of the model by showing the improvement of the method with respect to discrete lattice effects and by confirming that our results are not biased by finite resolution effects.

## II. LATTICE BOLTZMANN METHOD

### A. Review: Lattice Boltzmann in Curved Space

In this section, we present a short summary of the method used to simulate Poiseuille flow on Riemann manifolds, equipped with a stationary Riemann metric $g$. More details and validations of the method can be found in previous publications [16–18]. We will use the following notation for partial derivatives throughout the whole paper:

$$\partial_t := \frac{\partial}{\partial t}, \quad \partial_i := \frac{\partial}{\partial x^i}, \quad \partial^2 := \partial_t \partial_i = \sum_{i,j} \frac{\partial^2}{\partial x^i \partial x^j}.$$  

Furthermore, we use the Einstein sum convention, i.e. repeated indices are summed over. At first, we specify a $D$-dimensional coordinate system by choosing local coordinates $(x^1, x^2, \ldots, x^D)$ with the corresponding standard vector basis $(\vec{e}_1, \vec{e}_2, \ldots, \vec{e}_D) = \left( \frac{\partial}{\partial x^1}, \frac{\partial}{\partial x^2}, \ldots, \frac{\partial}{\partial x^D} \right)$. In the following, all vectorial and tensorial quantities will be expressed in this basis, e.g. the components of the Riemann metric tensor $g$ are given by $g_{ij} = g(\vec{e}_i, \vec{e}_j)$.

The basic equation in our model is the lattice Boltzmann equation in curved space,

$$f_\lambda(\vec{r}^* + \vec{c}_\lambda \Delta t, t + \Delta t) - f_\lambda(\vec{r}^*, t) = -\frac{1}{\tau} (f_\lambda - f^{eq}_\lambda) + \Delta t F_\lambda,$$  

(1)

which describes the evolution of a distribution function $f_\lambda(\vec{r}^*, t)$ on a lattice. Here $\vec{r}^* = (x^1, x^2, \ldots, x^D)$ denotes the lattice position and $\lambda$ labels the discrete lattice velocities corresponding to the velocity vectors $\vec{c}_\lambda$. We use the Bhatnagar-Gross-Krook (BGK) approximation [20] for the description of the particle collisions, meaning that all collisions are characterized by a single-relaxation time $\tau$. The Maxwell-Boltzmann equilibrium distribution is denoted by $f^{eq}_\lambda$, and $F_\lambda$ represents a forcing term, which accounts for the inertial forces in a curved space. Since we perform simulations in both two- and three-dimensions, we choose the D3Q41 third-order lattice [21]. This lattice contains 41 discrete velocity vectors (see Table I) and the speed of sound is given by $c_s = 1 - \sqrt{2/5}$. The macroscopic fluid density $\rho$ and fluid velocity $\vec{u}$ are obtained from the moments of the distribution function,

$$\sum_{\lambda = 1}^{41} \sqrt{g} f_\lambda = \rho, \quad \sum_{\lambda = 1}^{41} \sqrt{g} \vec{c}_\lambda f_\lambda = \rho \vec{u},$$

where $\sqrt{g}$ is the square root of the determinant of the metric, originating from the integration measure on manifolds, $dV = \sqrt{g} dx^1 \cdots dx^D$. The density $\rho$ and velocity $\vec{u}$ fulfil the hydrodynamic conservation equations, which on a manifold read

$$\partial_t \rho + \nabla_i (\rho \vec{u}^i) = 0, \quad \partial_t (\rho \vec{u}^i) + \nabla_j T^{ij} = 0,$$  

(2)

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\vec{c}_\lambda$</th>
<th>$w_\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0, 0, 0)</td>
<td>1/5045 - 1507/10</td>
</tr>
<tr>
<td>2,3</td>
<td>(±1, 0, 0)</td>
<td>17/5045 - 91/20</td>
</tr>
<tr>
<td>4,5</td>
<td>(0, ±1, 0)</td>
<td>1/1200 (55 - 17√10)</td>
</tr>
<tr>
<td>6,7</td>
<td>(0, 0, ±1)</td>
<td>1/1200 (233√10 - 730)</td>
</tr>
<tr>
<td>8-11</td>
<td>(±1, ±1, 0)</td>
<td>1/1200 (295 - 92√10)</td>
</tr>
<tr>
<td>12-15</td>
<td>(±1, 0, ±1)</td>
<td>1/1200 (130 - 41√10)</td>
</tr>
<tr>
<td>16-19</td>
<td>(0, ±1, ±1)</td>
<td></td>
</tr>
<tr>
<td>20-27</td>
<td>(±3, ±3, ±3)</td>
<td></td>
</tr>
</tbody>
</table>

Table I. Discrete velocity vectors $\vec{c}_\lambda$ of the D3Q41 lattice and the corresponding weights $w_\lambda$ for the Hermite quadrature.
(covariant Navier-Stokes equations), where \( \nabla \) denotes the covariant derivative (Levi-Civita connection) and \( T^{ij} \) is the energy-stress tensor. In the incompressible limit, the energy-stress tensor is given by

\[
T^{ij} = \Pi^{eq,ij} - \sigma^{ij} = (P g^{ij} + \rho u^i u^j) - \nu (\nabla^i (\rho u^j) + \nabla^j (\rho u^i) + g^{ij} \nabla_k (\rho u^k)),
\]

where in the first line \( \Pi^{eq,ij} \) is the free momentum-flux tensor and \( \sigma^{ij} \) denotes the viscous stress tensor. In the second line, \( P = \rho \delta \) denotes the hydrostatic pressure, \( \theta \) the normalized temperature, \( \nu \) the kinematic viscosity and \( g^{ij} \) the components of the inverse metric tensor. We always work in the isothermal limit \( \theta = 1 \).

The explicit discrete form of the equilibrium distribution is given by a Hermite expansion,

\[
f^\alpha = a^{eq}_{(0)} + \frac{1}{c_s^2} a^{eq}_{(1)} c^\alpha + \frac{1}{2! c_s^4} a^{eq}_{(2)} \left( c^\alpha c^\beta - c^\beta c^\alpha \right) \\
+ \frac{1}{3! c_s^6} a^{eq}_{(3)} \left( \delta^\alpha c^\beta c^\gamma - c^\beta \left( \delta^\alpha c^\gamma + \delta^\gamma c^\alpha + \delta^\alpha c^\beta \right) \right),
\]

where the expansion coefficients read as follows:

\[
a^{eq}_{(0)} = \rho, \quad a^{eq}_{(1)} = \rho u^i, \quad a^{eq}_{(2)} = \rho c_s^2 \Delta u^i + \rho u^i u^j, \quad a^{eq}_{(3)} = \rho c_s^2 \left( \Delta^i u^k + \Delta^j u^k + \Delta^k u^i \right) + \rho u^i u^j u^k.
\]

Here, \( w_\lambda \) are the lattice weights (see Table I) and \( \Delta^i := \delta^i - \delta^j \) is a measure of the deviation from flat space.

The forcing term \( F_\lambda \) is also expanded into Hermite polynomials,

\[
F_\lambda = \frac{w_\lambda}{\sqrt{\delta}} \left( \frac{1}{c_s^2} a_{(0)} F^\lambda c^\alpha + \frac{1}{c_s^4} a_{(1)} F^\lambda \left( c^\alpha c^\beta - c^\beta c^\alpha \right) \\
+ \frac{1}{2 c_s^6} a_{(2)} F^\lambda \delta^\alpha c^\beta c^\gamma - c^\beta \left( \delta^\alpha c^\gamma + \delta^\gamma c^\alpha + \delta^\alpha c^\beta \right) \right).
\]

where \( F^\lambda \) is \( -\Gamma^i_{jk} c_j^\alpha c_k^\lambda \) represents the inertial forces driving the fluid along the geodesics of the curved space, and \( \Gamma^i_{jk} \) are the Christoffel symbols. The expansion coefficients of the forcing term are given by

\[
a_{(0)} = a^{eq}_{(0)}, \quad a_{(1)} = a^{eq}_{(1)}, \quad a_{(2)} = a^{eq}_{(2)} - \sigma^{ij},
\]

where \( \sigma^{ij} = -(1 - \frac{1}{27}) \sum_\lambda \sqrt{\delta} c_j^\lambda c_k^\alpha (f_\lambda - f^{eq}_{\lambda}) \) denotes the viscous stress tensor on the lattice. External forces (needed to drive the fluid through the medium) are added to the lattice Boltzmann equation as described in section II B.

From the metric tensor \( g_{ij} \), the Christoffel symbols are calculated by

\[
\Gamma^i_{jk} = \frac{1}{2} g^{im} \left( \partial_k g_{jm} + \partial_j g_{km} - \partial_m g_{jk} \right),
\]

where the spatial derivatives of the metric can be computed very accurately by using isotropic lattice differentiation operators developed in Ref. [22], for example

\[
\partial_k g_{jm}(\vec{r}) = \frac{1}{c_s^2} \Delta \sum_{\lambda=1}^{41} w_\lambda c^\lambda_{,km}(\vec{r} + \vec{c}_k \Delta t).
\]

Having all ingredients at hand for the LB equation (1), the LB algorithm can be applied as usual: After assigning initial conditions to the macroscopic quantities \( \rho \) and \( \vec{u} \), the distribution function \( f \) is successively updated time step by time step according to the LB equation.

### B. Cancellation of Discrete Lattice Effects

As already known from the lattice Boltzmann methods in flat Cartesian space [19], discrete lattice effects arise when a force is introduced into the lattice Boltzmann equation. These discrete lattice effects manifest themselves as spurious additional terms of order \( \Delta t \) in the Navier-Stokes equations:

\[
\partial_t \rho + \nabla_i (\rho u^i) = -\frac{\Delta t}{2} \left( \partial_i A + (\partial_i - \Gamma^i_{jk}) B^j \right),
\]

\[
\partial_t (\rho u^i) + \nabla_j T^{ij} = -\frac{\Delta t}{2} \partial_i B^i,
\]

where \( A := \sum_\lambda \sqrt{\delta} F_\lambda \) and \( B^i := \sum_\lambda \sqrt{\delta} F_\lambda c^\lambda_{,i} \) are the moments of the forcing term \( F_\lambda \). As can be seen, the terms on the right-hand side of the equations act as spurious source terms and should thus be canceled. If the external force only depends on space and time (but not on the fluid velocity), this can be done through a simple re-definition of the fluid velocity (see Ref. [19]). In our case, however, the inertial forces, \( F^\lambda_i = -\Gamma^i_{jk} c^\lambda_{,k} \), also depend on the microscopic fluid velocities \( c^\lambda \), which affects the moments of the forcing term crucially. Moreover, our forcing term contributes not only to the momentum equation but also to the continuity equation, thus violating one of the necessary conditions on the forcing term considered in Ref. [19]. For all these reasons, the spurious discrete lattice effects in our model cannot be canceled as straightforwardly as in the simple case considered in Ref. [19]. However, it is still possible to eliminate spurious terms of order \( \Delta t \) by correcting not only the velocity \( \vec{u} \) but also the density \( \rho \) at each time step:

\[
\rho \rightarrow \hat{\rho} = \rho + \Delta t R(\hat{\rho}, \hat{u}),
\]

\[
\rho u^i \rightarrow \hat{\rho} u^i = \rho u^i + \Delta t U^i(\hat{\rho}, \hat{u}),
\]

where \( R(\hat{\rho}, \hat{u}) \) and \( U^i(\hat{\rho}, \hat{u}) \) are correction terms, given by

\[
R(\hat{\rho}, \hat{u}) = -\frac{1}{2} \left( \Gamma^i_{ij} \hat{\rho} \hat{u}^j + \Gamma^i_{ij} \hat{\rho} \hat{u}^i \right),
\]

\[
U^i(\hat{\rho}, \hat{u}) = -\frac{1}{2} \left( \Gamma^i_{jk} \Pi^{eq,ij} + \Gamma^i_{jk} \Pi^{eq,ki} + \Gamma^i_{kj} \Pi^{eq,kj} \right),
\]
where \( \Pi^\text{eq,ij} = \hat{\rho} c_s^2 g_{ij} + \hat{\rho} \hat{u} a_{ij} \) denotes the free momentum-flux tensor. The correction terms \( R \) and \( U^i \) correspond to the moments of the forcing term and account for inertial effects on the fluid velocity and on the energy-stress tensor, which originate from the covariant derivatives in the Navier-Stokes equations (2). Eqs. (7-8) define a system of coupled quadratic equations in \( \hat{u} \), which can be solved numerically for \( \hat{\rho} \) and \( \hat{u} \) (e.g. using Newton’s algorithm, which converges to the solution rapidly after a few iterations, see appendix A.6). Additionally, the forcing term (4) is rescaled as follows:

\[
\mathcal{F}_\lambda \rightarrow \left(1 - \frac{1}{2\tau}\right)\mathcal{F}_\lambda. \tag{9}
\]

The equilibrium distribution as well as the forcing term are evaluated with the corrected density and velocity at each time step, \( f^\text{eq} = f^\text{eq}(\hat{\rho}, \hat{u}), \mathcal{F} = \mathcal{F}(\hat{\rho}, \hat{u}) \). An additional external force \( \mathcal{F}^\text{ext} \) can be added straightforwardly to the lattice Boltzmann equation, replacing \( F^i \) by \( (F^i + F^i_{\text{ext}}) \) in the forcing term (4), which also results in an additional term in the correction function for the macroscopic velocity:

\[
U^i(\hat{\rho}, \hat{u}) \rightarrow U^i(\hat{\rho}, \hat{u}) + \frac{1}{2} \hat{\rho} F^{i}_{\text{ext}}.
\]

As can be shown rigorously by a Chapman-Enskog expansion (see appendix A for the details), these corrections lead to the correct macroscopic equations (2), where spurious terms of order \( \Delta t \) are canceled. In section V.A, we show that by using the corrected density (7) and velocity (8) as well as the modified forcing term (9), the method is improved considerably. In the following, we will drop the * symbol for the corrected density and velocity for simplicity.

### III. POISEUILLE FLOW IN CAMPYLOTIC MEDIA

In this section, we study the Poiseuille-like channel flow in curved space by investigating flow through different types of campyloptic media. In order to introduce spatial curvature within the fluid medium, we disturb the flat space by adding local sources of curvature. These curvature sources can be described naturally as local perturbations of the metric tensor, which we call campylons. In the following, we will work in Cartesian-like coordinates \((x^1, x^2, x^3) = (x, y, z)\), such that the metric tensor of the flat space reads \( g_{ij} = \mathbb{1} \). The perturbed metric tensor with \( N \) campylons (labeled by an index \( i \)) is then given by

\[
g = (1 + \delta g) \cdot \mathbb{1} = \left(1 + \sum_{i=1}^{N} \delta g_i \right) \cdot \mathbb{1}, \tag{10}
\]

where \( \delta g_i \) denotes the contribution of the \( i \)-th campylon. The individual campylons are chosen to be of the shape

\[
\delta g_i = \begin{cases} 0, & r_1 > \frac{a_0}{r_0} \\ -a_0 \cos^2 \left( \frac{r_1}{r_0} \right), & \frac{a_0}{r_0} \geq r_1 \end{cases}, \quad r_i \leq \frac{a_0}{r_0}, \quad r_i > \frac{a_0}{r_0} \tag{11}
\]

where \( r_i = \| \vec{r} - \vec{r}_i \| \) denotes the distance to the center \( \vec{r}_i \) of the \( i \)-th campylon. The parameters \( a_0 \) and \( r_0 \) characterize the amplitude and the range of the campylon, respectively. We further define the density \( n \) of the campylons by \( n = N/V_0 \), where \( V_0 \) denotes the volume of the flat background medium. Since the individual campylons possess a rotational symmetry, we will call this type of campylons “radial campylons”. In the simulations, we model a channel with periodic boundary conditions in the streamwise direction (at \( x = 0, x = L_x \)) and fixed walls at the perpendicular boundaries (at \( y = 0, y = L_y \) and \( z = 0, z = L_z \)). At the walls, we impose zero-velocity boundary conditions on the fluid, which enters the algorithm through the equilibrium distribution \( f^\text{eq} \) being evaluated with \( n = 0 \) at the wall nodes. The fluid is driven through the medium by a constant external force corresponding to a pressure drop of \( \nabla P = 10^{-5} \) in \( x \)-direction. For all the two-dimensional simulations, we use a \( D3Q41 \) lattice of size \( L_x \times L_y \times L_z = 256 \times 256 \times 1 \), and set the discretization step to \( \Delta t = \Delta x^2 = 128/L_x \). For the viscosity of the fluid, we choose \( \nu = c_s^2 (\tau - \frac{1}{2}) \Delta t = c_s^2/4 \), which fixes the relaxation parameter \( \tau \) correspondingly. The three-dimensional simulations, on the other hand, are performed on a lattice of size \( L_x \times L_y \times L_z = 64 \times 64 \times 64 \) with \( \Delta t = \Delta x = \Delta y = \Delta z = 1 \) and \( \nu = c_s^2 (\tau - \frac{1}{2}) \Delta t = c_s^2/2 \).

After the fluid has reached the stationary state, we measure the conserved flux of the fluid, which in curved space is given by

\[
\Phi = \int_S g(\rho \hat{u}, \vec{n}_x) \, dS = \int_S \rho u x / \sqrt{g} \, dy \, dz,
\]

where \( \vec{n}_x = e_x / \sqrt{g_{xx}} \) denotes the unit vector in \( x \)-direction and the integral runs over a channel cross-section with area element \( dS = \sqrt{g_{yy} g_{zz}} \, dy \, dz \) and total area \( S = \int_S dS \). Since we want to study the transport properties independently of the specific size of the campylotic medium, we consider the spatial average of the flux, given by

\[
\langle \Phi \rangle = \frac{1}{S} \int_S g(\rho \hat{u}, \vec{n}_x) \, dS = \frac{\Phi}{S}. \tag{12}
\]

In particular, we are interested in the relative deviation of the flux from the corresponding flux of the standard Poiseuille flow in flat space, \( \Phi_0 \), which is described by

\[
\Delta \Phi := \frac{\langle \Phi \rangle - \langle \Phi_0 \rangle}{\langle \Phi_0 \rangle}.
\]

### A. 2D Campylotic Media

For simplicity we start with a two-dimensional periodic arrangement of campylons, where the positions \( \vec{r}_n \) of the
Campylons are confined to a regular square lattice,
\[ \vec{r}_n = \vec{r}_{n_x, n_y} = (n_x, n_y) \cdot \lambda, \quad n_x, n_y \in \mathbb{Z}, \]
where \( \lambda = \sqrt{V_0/N} \) denotes the characteristic distance between the campylons and \( V_0 = L_x L_y \Delta x \Delta y \) is the volume of the flat background space (see Fig. 2 for a sketch). Because of the periodicity of the metric perturbations, one might be inclined to simulate only one campylon amplitude \( \Phi_{0} \), for a 2D campylotic medium with 16 regularly arranged campylons. The colors illustrate the strength of the metric perturbations, ranging from zero (red) to the maximum value \( a_0 \) (blue).

Thus, we can rewrite Eq. (13) as follows:
\[ \langle \Phi \rangle = \langle \Phi_0 \rangle \cdot \left( 1 + C_1 \cdot (\delta g) + \mathcal{O}(a_0^2) \right), \quad (16) \]
where \( C_1 = 1.500 \pm 0.003 \). This relation describes the main contribution of the campylon parameters to the flux. In order to check that relation (16) is not just a coincidence which only holds for this special type of radial campylons, we have also studied campylons of a different shape, given by the metric function
\[ \delta \tilde{g}_i = \begin{cases} -a_0 \cos^2 \left( \frac{|x_i - x|}{r_0} \right) \cos^2 \left( \frac{|y_i - y|}{r_0} \right), & \text{if } |x - x_i| \leq \frac{\lambda}{4}, |y - y_i| \leq \frac{\lambda}{4}, \\ 0, & \text{else} \end{cases} \quad (17) \]
where \( \vec{r}_i = (x_i, y_i) \) denotes the center of the \( i \)-th campylon. We will refer to this type of campylons as “square campylons”, as their support is a square, and mark all related quantities with a tilde symbol. For the square campylons, the average strength of the metric perturbations is given by
\[ \langle \delta \tilde{g} \rangle = -\frac{1}{4} a_0 r_0^2 n, \]
and only differs from the corresponding expression for the radial campylons (15) in the constant prefactor.

Fig. 4 shows the flux deficit \( \Delta \Phi \) as function of the parameter combination \( (a_0 r_0^2 n) \) for the two different types of campylons. It can be seen that the flux in the simulations with square campylons exhibits the same functional dependence on the campylon parameters,
\[ \Delta \tilde{\Phi} = \tilde{C} a_0 r_0^2 n + \mathcal{O}(a_0^2), \]
with a different slope \( \tilde{C} \). From the linear fits we obtain \( C = 0.350 \pm 0.004 \) for the slope of the radial campylons and \( \tilde{C} = 0.374 \pm 0.003 \) for the square campylons. Assuming that relation (16) represents a universal flux law holding for both types of campylons, the ratio between \( \Delta \Phi \) and \( \Delta \tilde{\Phi} \) has to be equal to the ratio between \( \langle \delta g \rangle \) and \( \langle \delta \tilde{g} \rangle \). We find:
\[ \frac{\Delta \Phi}{\Delta \tilde{\Phi}} = \tilde{C} = 1.069 \pm 0.004, \]
\[ \frac{\langle \delta \tilde{g} \rangle}{\langle \delta g \rangle} = \frac{2\pi}{\pi^2 - 4} \approx 1.070. \]

Thus, we conclude that – at least for the two types of campylons considered here – relation (16) holds independently of the specific shape of the campylons.

As already mentioned, relation (16) is expected to be only a linear approximation of the real functional dependence of \( \Phi \) on \( \langle \delta g \rangle \). In order to find the higher-order contributions, we have also performed simulations for stronger spatial deformations, where non-linear effects are expected to appear. To this end, we have again varied all
Figure 3. Flux deficit \( \Delta \Phi = \frac{\langle \Phi_0 \rangle - \langle \Phi \rangle}{\langle \Phi_0 \rangle} \) as function of the campylon parameters \( a_0 \) (amplitude), \( r_0 \) (range) and \( n \) (number density) for a 2D-simulation with \( N \) regularly arranged campylons.

Figure 4. Flux deficit \( \Delta \Phi = \frac{\langle \Phi_0 \rangle - \langle \Phi \rangle}{\langle \Phi_0 \rangle} \) as function of the product \( a_0 r_0^2 n \) for two different types of campylons. \( a_0 \) and \( r_0 \) are kept fixed while the number of campylons is varied.

the campylon parameters within a wide range of campylon amplitudes \( a_0 \) and also included the case of negative campylon amplitudes \( a_0 < 0 \). Fig. 5 shows the resulting curve of \( \Phi/\Phi_0 \) as function of \( \langle \delta g \rangle \). Here, the average strength of the campylons \( \langle \delta g \rangle = \frac{1}{V} \int \delta g \, dV \) has been calculated numerically from the metric tensor (at full order in \( a_0 \)). As can be seen, all the points fall on one single curve, which leads to the conclusion that even beyond the first-order approximation in \( a_0 \), the flux is well-described as a function of \( \langle \delta g \rangle \). From Fig. 5, we find the following flux law:

\[
\langle \Phi \rangle = \langle \Phi_0 \rangle \left( 1 + A^2 \frac{\langle \delta g \rangle}{\langle \delta g \rangle_\infty - \langle \delta g \rangle} \right),
\]

(18)

where \( A = 6.95 \pm 0.06 \) and \( \langle \delta g \rangle_\infty = -5.71 \pm 0.05 \) are fitting parameters. This flux law is valid for campylon strengths of order \( \langle \delta g \rangle = O(1) \) and supports our expectations about transport in curved media: By adding a metric perturbation \( \delta g \) to the flat space, the space becomes either stretched (\( \delta g > 0 \)) or compressed (\( \delta g < 0 \)).

In the first case, \( \delta g > 0 \), the cross-section of the medium is increased by the presence of the campylons, such that the transport through the medium is enhanced and the flux increases compared to the flat space. For negative metric perturbations, \( \delta g < 0 \), on the other hand, the channel cross-section is decreased by the campylons, and the fluid transport deteriorates compared to the flat space.

We also have investigated the case of randomly distributed campylons (see Fig. 6 for a sketch) in order to study the dependence of the Poiseuille flow on the spatial order of the metric perturbations. For small campylon amplitudes \( a_0 \), the spatial arrangement of campylons does not affect the linear order of the campylon strength, given by Eq. (15). Accordingly, we find that the dependence of \( \Delta \Phi \) on the campylon parameters is exactly the same as in the regular case, given by Eq. (13), and the flux is thus well-described as a function of \( \langle \delta g \rangle \). Even for larger campylon amplitudes, the flux curve does not change notably from the case of regularly arranged campylons,
as can be seen in Fig. 5. Thus, we conclude that within the range of parameters studied the spatial order of the campylons does not affect the behavior of the flux significantly.

B. Campylotic Media in 3D

Next, we consider a three-dimensional campylotic channel equipped with $N$ regularly arranged campylons at positions

$$\vec{r}_n = r_{n_x,n_y,n_z} = (n_x,n_y,n_z) \cdot \lambda, \quad n_x,n_y,n_z \in \mathbb{Z},$$

where $\lambda = \sqrt[3]{V_0/N}$ denotes the characteristic distance between the campylons and $V_0 = L_x L_y L_z \Delta x \Delta y \Delta z$ is the volume of the flat background space.

Like for the two-dimensional cases, we have studied the dependence of the Poiseuille flow on the campylon parameters as depicted in Fig. 7. We find that at leading order in the metric perturbations the flux deficit is given by

$$\Delta \Phi = C a_0 r_0^3 n + O(a_0^2),$$

$C$ being a constant. In analogy to the two-dimensional case, the expression $(a_0 r_0^3 n)$ corresponds to the campylon strength in three dimensions, given by

$$\langle \delta g \rangle = -\frac{\pi^2}{12\pi} a_0 r_0^{-3} n.$$

Plotting the flux versus $\langle \delta g \rangle$ for a wide range of campylon strengths $|\langle \delta g \rangle| \leq 0.6$, as shown in Fig. 5, we again find that even beyond the leading order all points fall on one single curve, which can be described by the flux law

$$\langle \Phi \rangle = \langle \Phi_0 \rangle \cdot \left(1 + A^3 \cdot \frac{\langle \delta g \rangle}{(\langle \delta g \rangle)_\infty - (\langle \delta g \rangle)}\right),$$

where the fitting parameters take the values $A = 6.82 \pm 0.04$ and $(\langle \delta g \rangle)_\infty = -5.71 \pm 0.03$ and thus agree with the corresponding values of the two-dimensional flux law (18). This suggests that the flux law might be reformulated in a universal way as follows:

$$\langle \Phi \rangle = \langle \Phi_0 \rangle \cdot \left(1 + A^D \cdot \frac{\langle \delta g \rangle}{(\langle \delta g \rangle)_\infty - (\langle \delta g \rangle)}\right),$$

where $D$ denotes the dimension of the system.

IV. COMPARISON WITH PREVIOUS STUDY

The findings presented in this paper generalize the results of the previous study [16] of three-dimensional campylotic media equipped with randomly distributed campylons of exponential shape, $\delta g_i = -a_0 \exp(-r_i/r_0)$. In the previous study, only positive campylon amplitudes (corresponding to positive values of $\langle \delta g \rangle$) were considered, and the flux was found to obey the laws

$$\Phi_0 - \Phi = A_0 \frac{N/N_0}{1 + (N/N_0)^2},$$

$$\Phi_0 - \Phi = A_0 \frac{\epsilon/\epsilon_0}{1 + (\epsilon/\epsilon_0)\delta g},$$

where $N$ denotes the number of campylons, $\epsilon = r_0/\lambda$ is the dimensionless deformation, $\lambda = \sqrt[3]{V_0/N}$ is the characteristic length, $V_0$ denotes the volume of the flat background space, and $A_0, N_0$ and $\epsilon_0$ are fitting parameters. Calculating the average campylon strength for this type of campylons, we obtain

$$\langle \delta g \rangle = -8\pi a_0 r_0^3 n = -8\pi a_0 \epsilon^3.$$

With that, Eqs. (21-22) can be combined into a single equation of the following form:

$$\frac{\langle \Phi \rangle}{\langle \Phi_0 \rangle} \approx 1 + \tilde{A}_0 \frac{\langle \delta g \rangle/\langle \delta g \rangle_0}{1 + (\langle \delta g \rangle/\langle \delta g \rangle_0)^2},$$

where $\tilde{A}_0$ and $\langle \delta g \rangle_0$ are constants. Here, we have switched to the spatially averaged flux, dividing by the cross-sectional area $S$ according to Eq. (12). Restricting to positive campylon amplitudes, i.e. $\langle \delta g \rangle < 0$, the flux curves depicted in Fig. 5 are indeed well-described by Eq. (23), thus showing that the flux law in Ref. [16] is consistent with our present results. However, Eq. (23) fails to describe the correct behavior for negative campylon amplitudes (corresponding to $\langle \delta g \rangle > 0$) and should thus be replaced by the more general flux law given by Eq. (20). This flux law also explains the power law dependence of the flux deficit on $\epsilon$ for small $a_0$ found in Ref. [16], since at leading order in $a_0$ we have $(\langle \Phi_0 \rangle - \langle \Phi \rangle) \sim (\delta g) \sim r_0^3 n = \epsilon^3$. 

Figure 6. Sketch of the metric tensor (represented by its first diagonal component $g_{xx}$) for a 2D campylotic medium with 16 randomly arranged campylons. The colors illustrate the strength of the metric perturbations, ranging from zero (red) to the maximum value $a_0$ (blue).
Figure 7. Flux deficit $\Delta \Phi = \langle \Phi_0 \rangle - \langle \Phi \rangle$ as function of the campylon parameters $a_0$ (amplitude), $r_0$ (range) and $n$ (number density) for a 3D-simulation with regularly arranged campylons.

V. METHOD VALIDATION

A. Improvement by Cancellation of Discrete Lattice Effects

In this section we validate the improvement of our method by the cancellation of discrete lattice effects which arise from the forcing term of the lattice Boltzmann equation. As already mentioned in section II B, discrete lattice effects manifest themselves as spurious source terms of order $\Delta t$ in the Navier-Stokes equations (see Eq. (5)), which – depending on the strength of the spatial deformation – have a considerable effect on the fluid. To illustrate this effect, we have performed two-dimensional simulations with and without the spurious source terms of order $\Delta t$ for a campylotic medium with $N = 8$ campylons of amplitude $a_0 = 0.1$ and range $r_0 = 22$. The fluid is driven through the medium by an external force corresponding to a pressure drop of $\nabla P = 10^{-6}$ in $x$-direction, and the relaxation time is set to $\tau = 1$. Fig. 8 shows the velocity field of the fluid for a simulation with discrete lattice effects (left) and the same simulation using the corrected method (right). In the left figure, one can clearly see large unphysical sinks in the velocity field, originating from the spurious source terms in the Navier-Stokes equations. By properly correcting the density and velocity fields in each time step as described in Section II B, these unphysical sinks are eliminated at order $\Delta t$, leading to the source-free velocity field depicted in the right figure, which appears much more physical. The improvement becomes even more obvious in the corresponding divergence field of the velocity, which is plotted as a function of $x$ in Fig. 9 at the cross-section $y = L_y/2$. According to the continuity equation (2), $\nabla_i (\rho u^i)$ must vanish identically in the stationary state, which is clearly fulfilled for the corrected method, whereas the uncorrected method causes large deviations due to the unphysical source terms.

Figure 8. Velocity streamlines of the fluid for a simulation with $N = 8$ campylons with amplitude $a_0 = 0.1$ and range $r_0 = 22$. The colors illustrate the absolute value of the velocity. Left: Simulation with discrete lattice effects and spurious source terms. Right: Corrected model.

Figure 9. The divergence field $\nabla_i (\rho u^i)$ as a function of $x$ at the cross-section $y = L_y/2$ for the model with spurious lattice effects and for the corrected model, in which discrete lattice effects are canceled at order $\Delta t$.

B. Finite Resolution Study

In order to investigate the effect of the grid resolution on our data we have compared simulations of the
two-dimensional campylotic medium described in section III A) for different grid resolutions \( \Delta x \), corresponding to different system lengths \( L = 128/\Delta x \). Fig. 10 depicts the corresponding flux curves for system lengths \( L = 64 \), \( 128 \) and \( 192 \), where we abbreviate the flux ratio at system length \( L \) by \( f_L := \langle \Phi \rangle / \langle \Phi_0 \rangle \). As can be seen, for increasing system lengths \( L \) the flux curves \( f_L \) converge rapidly to the limiting function \( f_{L\infty} \), which we approximate by the flux law given by Eq. 18 for \( L = 256 \). In order to prove the convergence quantitatively, we show that the relative distance between the curves, defined as

\[
\Delta^2_L := \frac{\|f_L - f_{L\infty}\|^2}{\|f_{L\infty}\|^2} = \frac{\int (f_L(x) - f_{L\infty}(x))^2 \, dx}{\int |f_{L\infty}(x)|^2 \, dx},
\]

converges to zero with increasing system size \( L^2 \). Fig. 11 depicts the relative distance \( \Delta_L \) as function of the system size in a semi-logarithmic plot. As can be seen, the flux curves \( f_L \) converge to \( f_{L\infty} \) exponentially with \( L^2 \),

\[
\Delta_L = \alpha \cdot \exp \left( -\gamma \frac{L^2}{L_{\infty}^2} \right),
\]

where \( \alpha = 0.067 \pm 0.001 \) and \( \gamma = 2.66 \pm 0.05 \). Consequently, we conclude that – within an error of about 1% – our numerical results are free of finite resolution effects.

VI. CONCLUSIONS

In this paper, we have studied Poiseuille flow in campylotic media, using the lattice Boltzmann method in curved space to simulate the flow according to the covariant Navier-Stokes equations. We have established a relation between the flux of the Poiseuille flow in the stationary state and the curvature parameters of the medium (e.g. campylon amplitude \( a_0 \), campylon range \( r_0 \), campylon density \( n \)) for different types of campylotic media, starting from two-dimensional media with regularly and randomly arranged campylons and ending with three-dimensional media. In all cases, we have found that the flux depends only on a specific combination of the campylon parameters, which we have identified as the average campylon strength,

\[
\langle \delta g \rangle \sim a_0 r_0 D n,
\]

where \( D \) denotes the dimension of the medium. Even beyond leading order in the metric perturbations, the flux is well-described as a function of the campylon strength \( \langle \delta g \rangle \). Explicitly, we have found that the (spatially averaged) flux \( \langle \Phi \rangle \) is well-described by the following flux law:

\[
\langle \Phi \rangle = \langle \Phi_0 \rangle \cdot \left( 1 + A^D \cdot \frac{\langle \delta g \rangle}{\langle \delta g \rangle_{\infty} - \langle \delta g \rangle} \right),
\]

where \( \langle \Phi_0 \rangle \) denotes the (spatially averaged) flux in flat space and \( A \) and \( \langle \delta g \rangle_{\infty} \) are fitting parameters. This relation is universal in the sense that – within the parameter range considered here – it depends neither on the specific campylon shape nor on the spatial order of the campylons and is valid both for two- and three-dimensional systems.

For the simulations, we have improved our curved-space lattice Boltzmann method further by canceling discrete lattice effects, which originate from the forcing term, at order \( \Delta t \). These discrete lattice effects appear as spurious source terms in the Navier-Stokes equations and thus reduce the accuracy of the method. In curved spaces, the cancellation of spurious terms turns out to be a sophisticated task since the inertial forces depend quadratically on the fluid velocity and even contribute to the continuity equation. Still, it has been possible to eliminate all spurious terms of order \( \Delta t \) by correcting not only the fluid velocity at each time step (as is commonly suggested in the literature [19]), but also the fluid density. With the corrected model at hand, we have been able to improve the accuracy of the results considerably.
Appendix A: Cancellation of Discrete Lattice Effects: A Chapman-Enskog Analysis

In the following derivation, we will use the abbreviations

\[ \sum_{\lambda} := \sum_{\lambda} \sqrt{g}, \quad D_i := \partial_i + c_s^2 \partial_i, \quad \mathcal{D}_i := \partial_i - g_{ij}. \]

1. Ansatz and Preparation

We show that spurious discrete lattice effects originating from the forcing term can be canceled by a redefinition of density \( \rho \to \hat{\rho} \) and velocity \( u^i \to \hat{u}^i \). Inspired by Ref. [19, 23], we make the following ansatz for the corrected quantities \( \hat{\rho} \) and \( \hat{u}^i \):

\[ \hat{\rho} = \rho + \Delta t R(\hat{\rho}, \hat{u}) = \sum_{\lambda} f_{\lambda} + \Delta t R(\hat{\rho}, \hat{u}), \quad (A1) \]

\[ \hat{\rho} \hat{u}^i = \rho u^i + \Delta t U^i(\hat{\rho}, \hat{u}) = \sum_{\lambda} f_{\lambda} c_s^2 + \Delta t U^i(\hat{\rho}, \hat{u}), \quad (A2) \]

where \( R(\hat{\rho}, \hat{u}) \) and \( U^i(\hat{\rho}, \hat{u}) \) are correction functions whose explicit form has to be determined in such a way that discrete lattice effects are canceled in the Navier-Stokes equations. The corrected quantities \( \hat{\rho} \) and \( \hat{u}^i \) are determined implicitly by Eqs. (A1)-(A2). This system of equations can be solved for \( \hat{\rho} \) and \( \hat{u}^i \) by using standard numerical techniques (e.g., Newton’s algorithm, see Section A 6). To find the explicit expressions for the correction functions \( R(\hat{\rho}, \hat{u}) \) and \( U^i(\hat{\rho}, \hat{u}) \), we perform a Chapman-Enskog expansion of the lattice Boltzmann equation in curvilinear space,

\[ f_{\lambda}(x^i + c_s^i \Delta t, t + \Delta t) - f_{\lambda}(x^i, t) = -\frac{1}{\tau} (f_{\lambda} - f_{\lambda}^{eq}) + \Delta t F_{\lambda}. \]

The equilibrium distribution as well as the forcing term are evaluated in terms of the corrected quantities \( \hat{\rho} \) and \( \hat{u} \).

The equilibrium distribution and the forcing term are given by

\[ \mathcal{H}_{i}^{(0)} = 1, \quad \mathcal{H}_{i}^{(1)} = \frac{c_s}{c_s^2} \delta_i^k, \quad \mathcal{H}_{i}^{(2)} = \frac{c_s^2}{c_s^4} - \delta_{ij}, \]

\[ \mathcal{H}_{i}^{(3)} = c_s^2 \delta_i^k c_s^2 \delta_{ij}^k - \left( \delta_{ij}^k c_s^2 + \delta_{ik}^j c_s^2 + \delta_{ij}^k c_s^2 \right). \]

This yields (up to second order):

\[ f_{\lambda} = \frac{w_{\lambda}}{\sqrt{g}} \sum_{n=0}^{3} \frac{1}{n! c_s^n} a_{eq}^{i(n)} I_n \mathcal{H}_{i(n)}, \quad (A4) \]

where \( I_n = (i_1, \ldots, i_n) \) denotes an index \( n \)-tuple which is summed over. The expansion coefficients are given by

\[ a_{eq}^{i(n)} = \hat{\rho}, \quad a_{eq}^{i(i)} = \hat{\rho} \hat{u}^i, \quad a_{eq}^{i(j)} = \hat{\rho} c_s^2 (\Delta_{ij} \hat{u}^k + \Delta_{jk} \hat{u}^i + \Delta_{ki} \hat{u}^j) + \hat{\rho} \hat{u}^i \hat{u}^j \hat{u}^k, \]

where \( \Delta_{ij} := g_{ij} - \delta_{ij} \) is a measure for the deviation from flat space. The forcing term reads

\[ F_{\lambda} = \frac{w_{\lambda}}{\sqrt{g}} \sum_{n=0}^{2} \frac{1}{n! c_s^n} a_{eq}^{i(n)} I_n \mathcal{H}_{i(n)}, \quad (A5) \]

with coefficients

\[ a_{eq}^{i(0)} = a_{eq}^{i(1)}, \quad a_{eq}^{i(i)} = a_{eq}^{i(i)}, \quad a_{eq}^{i(j)} = a_{eq}^{i(j)} - a_{eq}^{i(j)}. \]

Here, \( F_{\lambda} = -\Gamma_{\lambda j} c_s^j c_s^k \) represents inertial forces and \( \sigma^{ij} = -(1 - \frac{1}{2}) \sum_{\lambda} a_{eq}^{i(j)} (f_{\lambda} - f_{\lambda}^{eq}) \) is the viscous stress tensor. From Eq. (A4-A5), we can calculate the momentals of \( f_{\lambda}^{eq} \) and \( F_{\lambda} \), which are needed for the Chapman-Enskog expansion later. For this purpose, we apply the orthogonality condition of the Hermite polynomials, which is supported by the D3Q4 lattice up to third order,

\[ \sum_{\lambda} \rho_{\lambda} \mathcal{H}_{i(n)} \mathcal{H}_{i(m)} = \delta_{nm} \delta_{ij}, \quad 0 \leq n, m, \leq 3, \]

where \( I_n = (i_1, \ldots, i_n), \quad J_n = (j_1, \ldots, j_n) \) are index tuples and \( \delta^{ij} := \delta_{i(j_1)} \delta_{ij} \delta_{ij}, \delta_{ij} \).

This yields:

\[ \hat{\rho} = \sum_{\lambda} f_{\lambda}^{eq}, \quad (A6) \]

\[ \hat{\rho} \hat{u}^i = \sum_{\lambda} f_{\lambda}^{eq} c_s^i \lambda, \quad (A7) \]

\[ \Pi^{eq}_{ij} = \sum_{\lambda} f_{\lambda}^{eq} c_s^2 \mathcal{H}_{i(k)} c_s^k \mathcal{H}_{j(l)} = \hat{\rho} \left( c_s^2 g_{ij} + \hat{u}^i \hat{u}^j \right), \quad (A8) \]

\[ \Sigma^{eq}_{i,j,k} = \sum_{\lambda} f_{\lambda}^{eq} c_s^2 c_s^2 c_s^2 c_s^2 \mathcal{H}_{i(k)} \mathcal{H}_{j(l)} \mathcal{H}_{k(m)} = \hat{\rho} c_s^2 \left( \hat{u}^i g_{jk} + \hat{u}^j g_{ik} + \hat{u}^k g_{ij} \right) + O(\hat{u}^3), \quad (A9) \]

\[ A_i = \sum_{\lambda} F_{\lambda} = -\left( \Gamma_{ij} \hat{u}^j + \Gamma_{ij} \hat{u}^i \right), \quad (A10) \]

\[ B_i = \sum_{\lambda} F_{\lambda} c_s^j \lambda = -\left( \Gamma_{ij} T_{jk}^i + \Gamma_{ij} T_{ki}^j + \Gamma_{ij} T_{ki}^j \right), \quad (A11) \]

\[ C_{ij} = \sum_{\lambda} F_{\lambda} c_s^j \lambda = \left( -\Gamma_{ij} \Sigma_{ijkl}^{eq} + \Gamma_{ij} \Sigma_{ijkl}^{eq} \right) - \left( -\Gamma_{ij} \Sigma_{ijkl}^{eq} + \Gamma_{ij} \Sigma_{ijkl}^{eq} \right), \quad (A12) \]

Here, we have defined \( T_{ij} := \Pi^{eq}_{ij} - \sigma_{ij} \) and neglected terms of order \( O(\hat{u}^3) \sim O(\text{Ma}^3) \) in \( C_{ij} \), where \( \text{Ma} \) denotes the Mach number.

2. Multiscale Expansion

We start with the Chapman-Enskog expansion by expanding the distribution function and the time derivative in the Knudsen number \( \varepsilon \):

\[ f = f^{(0)} + \varepsilon f^{(1)} + \varepsilon^2 f^{(2)} + \ldots, \]

\[ \partial_t = \varepsilon f^{(1)} + \varepsilon^2 f^{(2)} + \ldots, \]
Furthermore, we rescale all other quantities \( Q = (\partial_1, \nabla_1, \Gamma_{jk}, F^\text{r}, A, B^j, R, U^1, \sigma^{ij}, \ldots) \) by the Knudsen number, \( Q = \varepsilon \overline{Q}^1 \).

Plugging everything into Eq. (A3) and comparing orders of \( \varepsilon \), we obtain the following equations:

\[
O(\varepsilon^0) : \quad f_\lambda^{(0)} = f_\lambda^{\text{eq}},
\]
\[
O(\varepsilon^1) : \quad D_\lambda^{(1)} f_\lambda^{(0)} = -\frac{1}{\mathcal{F}_\lambda} f_\lambda^{(1)} + f_\lambda^{(2)}, \tag{A13}
\]
\[
O(\varepsilon^2) : \quad \partial_t f_\lambda^{(0)} + (1 - \frac{1}{\mathcal{F}_\lambda}) D_t f_\lambda^{(1)} = -\frac{1}{\mathcal{F}_\lambda} f_\lambda^{(2)} - \frac{\Delta t}{\mathcal{F}_\lambda^2} D_t^2 f_\lambda^{(1)}. \tag{A14}
\]
Comparing Eq. (A1-A2) to (A6-A7) with \( f_\lambda^{(0)} = f_\lambda^{\text{eq}} \), we see that

\[
\sum_\lambda f_\lambda^{(1)} = -\Delta t R^{(1)}, \quad \sum_\lambda c_\lambda^{(1)} c_\lambda^{(1)} = -\Delta t U^{(1),ij}. \tag{A15}
\]

3. Moments of Eq. (A14-A15)

Taking the moments of Eq. (A14) yields:

\[
\sum_\lambda (A^{\text{eq}}) : \quad \partial_t \hat{\rho} + \nabla \cdot (\hat{\rho} \hat{u}^i) = A^{(1)} + \frac{1}{2} R^{(1)}, \tag{A17}
\]
\[
\sum_\lambda c_\lambda^{(1)} (A^{\text{eq}}) : \quad \partial_t (\hat{\rho} \hat{u}^i) + \nabla \cdot (\hat{\rho} \hat{u}^i \hat{u}^j) = B^{(1),ij} + \frac{1}{2} U^{(1),ij}, \tag{A18}
\]
where \( \Pi^{(0),ij} = \Pi^{\text{eq},ij} = \hat{\rho} (c_\lambda^{(1)} \hat{u}^i + \hat{u}^i \hat{u}^j) \), and the \( \partial_t \) derivative originates from

\[
\sum_\lambda \sqrt{\mathcal{F}} c_\lambda^{(1)} \partial_t f_\lambda^{(0)} = \partial_t \sum_\lambda \sqrt{\mathcal{F}} c_\lambda^{(1)} f_\lambda^{(0)} - \sum_\lambda (\partial_t \sqrt{\mathcal{F}}) c_\lambda^{(1)} f_\lambda^{(0)}
\]
\[
= \partial_t (\hat{\rho} \hat{u}^i) - \Gamma^{ij}_{\lambda} (\hat{\rho} \hat{u}^i) = : \hat{\partial}_t (\hat{\rho} \hat{u}^i),
\]
where we have used the identity \( \partial_t \sqrt{\mathcal{F}} = \Gamma^{ij}_{\lambda} \sqrt{\mathcal{F}} \). The moments of Eq. (A15) are given by

\[
\sum_\lambda (A^{\text{eq}}) : \quad \partial_t \hat{\rho} = \Delta t (1 - \frac{1}{\mathcal{F}_\lambda}) (\partial_t R^{(1)} + \nabla \cdot (\hat{\rho} \hat{u}^i)), \tag{A19}
\]
\[
\sum_\lambda c_\lambda^{(1)} (A^{\text{eq}}) : \quad \partial_t (\hat{\rho} \hat{u}^i) = \nabla \cdot (\hat{\rho} \hat{u}^i \hat{u}^j) - \frac{\Delta t}{\mathcal{F}_\lambda} (\partial_t \hat{\rho} \hat{u}^i) B^{(1),ij}, \tag{A20}
\]
where \( \sigma^{(1),ij} \), the viscous stress tensor (rescaled by \( \varepsilon \)), is defined as

\[
\sigma^{(1),ij} = - (1 - \frac{1}{\mathcal{F}_\lambda}) \sum_\lambda f_\lambda^{(1)} c_\lambda^{(1)} c_\lambda^{(1)}.
\]

4. Continuity Equation

For the continuity equation, we add \( \varepsilon \cdot (A17) \) and \( \varepsilon^2 \cdot (A19) \):

\[
\partial_t \hat{\rho} + \nabla \cdot (\hat{\rho} \hat{u}^i) = A + \frac{1}{2} R - \frac{\Delta t}{\mathcal{F}_\lambda} (\partial_t A + \nabla \cdot B^j) + \Delta t (1 - \frac{1}{\mathcal{F}_\lambda}) (\partial_t \hat{\rho} + \nabla \cdot (\hat{\rho} \hat{u}^i)). \tag{A22}
\]

In order to cancel all spurious terms of order \( \Delta t \), we first rescale the forcing term by a factor of \( (1 - \frac{1}{\mathcal{F}_\lambda}) \),

\[
F_\lambda \rightarrow (1 - \frac{1}{\mathcal{F}_\lambda}) F_\lambda, \tag{A23}
\]
which implies \( (A, B^i) \rightarrow (1 - \frac{1}{\mathcal{F}_\lambda}) (A, B^i) \). With this redefinition, Eq. (A22) becomes

\[
\partial_t \hat{\rho} + \nabla \cdot (\hat{\rho} \hat{u}^i) = (1 - \frac{1}{\mathcal{F}_\lambda}) A + \frac{1}{2} R + \Delta t (1 - \frac{1}{\mathcal{F}_\lambda}) (\partial_t (R - \frac{1}{\mathcal{F}_\lambda} A) + \nabla \cdot (U^{(i)} - \frac{1}{\mathcal{F}_\lambda} B^i)). \tag{A24}
\]
Finally, to cancel all spurious terms of order \( \Delta t \), we set

\[
R = \frac{1}{2} A, \quad U^{(i)} = \frac{1}{2} B^{\text{eq},i}, \tag{A25}
\]
where \( B^{\text{eq},i} \) denotes the equilibrium part of \( B^i \) given by

\[
B^{\text{eq},i} = -\Gamma_{jk}^{i} \Pi^{\text{eq},jk} - \Gamma_{ij}^{k} \Pi^{\text{eq},ki} - \Gamma_{jk}^{ij} \Pi^{\text{eq},ki}. \]

(Note that for second order accuracy in \( \Delta t \), it is sufficient to cancel the equilibrium part of \( \Delta t B^i \) in Eq. (A24), since the non-equilibrium part, \( \Delta t B^{\text{non},i} \), is of order \( O(\Delta t^2) \). With this choice of \( R \) and \( U^{(i)} \), Eq. (A24) becomes

\[
\partial_t \hat{\rho} + \nabla \cdot (\hat{\rho} \hat{u}^i) = A + O(\Delta t^2),
\]
which, after inserting the explicit expression for \( A \) (A10), yields the correct continuity equation at order \( O(\Delta t^2) \):

\[
\partial_t \hat{\rho} + \nabla \cdot (\hat{\rho} \hat{u}^i) = 0,
\]
where \( \nabla \) denotes the covariant derivative.

5. Momentum Equation

Adding \( \varepsilon \cdot (A18) \) and \( \varepsilon^2 \cdot (A20) \) yields the momentum conservation equation:

\[
\partial_t (\hat{\rho} \hat{u}^i) + \nabla \cdot (\hat{\rho} \hat{u}^i \hat{u}^j) = \nabla \cdot (\sigma^{(1),ij} + B^i) + \frac{1}{2} U^{ij}
\]
\[
- \frac{\Delta t}{\mathcal{F}_\lambda} (\hat{\rho} \hat{u}^i B^j + \Delta t (1 - \frac{1}{\mathcal{F}_\lambda}) \partial_t U^{ij}).
\]

Applying the same rescaling of the forcing term as before, \( (A, B^i) \rightarrow (1 - \frac{1}{\mathcal{F}_\lambda}) (A, B^i) \), together with the constraints \( (R, U^{(i)}) = \frac{1}{2} (A, B^i) \), the momentum equation simplifies to

\[
\partial_t (\hat{\rho} \hat{u}^i) + \nabla \cdot (\hat{\rho} \hat{u}^i \hat{u}^j) = \nabla \cdot \sigma^{(1),ij} + B^i.
\]
Inserting the explicit expression for \( B^i \) (A11) and \( \Pi^{(0),ij} = \Pi^{eq,ij} \) (A8) yields the familiar Navier-Stokes equation:

\[
\partial_t (\hat{\rho} \hat{u}^i) + \nabla_j (\hat{p} \hat{u}^i \hat{u}^j + \hat{\rho} c_v^2 g^i) = \nabla_j \sigma^{ij},
\]

where \( \sigma^{ij} \) denotes the viscous stress tensor, whose explicit form in terms of \( \hat{\rho} \) and \( \hat{u}^i \) can be derived as follows:

\[
\sigma^{ij} \overset{(A21)}{=} - \left( 1 - \frac{1}{\mathcal{C}_s} \right) \epsilon \sum_{k} c_k^2 e_k^i e_j^k
\]

\[
\overset{(A14)}{=} (\tau - \frac{1}{2}) \Delta t \sum_{\lambda} \left( c_{\lambda}^i c_{\lambda}^j D_{\lambda}(1) f^{(0)}_\lambda - f^{(1)}_\lambda \right)
\]

\[
\approx (\tau - \frac{1}{2}) \Delta t \left( \nabla \Sigma \sigma^{eq,ijk} - C^{ij} \right),
\]

where we have assumed that \( (\tau - \frac{1}{2}) \Delta t \beta^{(1)}(0)^{ij} \ll 1. \) After inserting the explicit expressions for \( \Sigma^{eq,ijk} \) (A9) and \( C^{ij} \) (A12), we obtain

\[
\sigma^{ij} = \nu \left( \nabla^i (\hat{p} \hat{u}^i) + \nabla^i (\hat{\rho} \hat{u}^i) + g^{ij} \nabla k (\hat{p} \hat{u}^k) \right),
\]

where we have defined \( \nu := (\tau - \frac{1}{2}) \Delta t c_s^2 \) and neglected terms of the order \( \mathcal{O}(\hat{u}^3) \sim \mathcal{O}(\mathcal{M}^3), \) \( \mathcal{M} \) being the Mach number.

6. Newton’s Algorithm

The corrected density \( \hat{\rho} \) and velocity \( \hat{u}^i \) are determined implicitly by the coupled equations (A1-A2):

\[
\hat{\rho} = \rho + \Delta t R(\hat{\rho}, \hat{u}),
\]

\[
\hat{\rho} \hat{u}^i = \rho u^i + \Delta t U^i(\hat{\rho}, \hat{u}),
\]

where \( R \) and \( U^i \) are given by Eqs. (7-8). Since \( R(\hat{\rho}, \hat{u}) \) and \( U(\hat{\rho}, \hat{u}) \) depend only linearly on \( \hat{\rho} \), we can eliminate the density by defining \( \mathcal{R}(\hat{u}) := R(\hat{\rho}, \hat{u})/\hat{\rho} \) and \( U(\hat{u}) := U(\hat{\rho}, \hat{u})/\hat{\rho} \). Now, we can rewrite Eq. (A1-A2) as follows:

\[
\frac{\hat{\rho}}{\hat{\rho}} = 1 - \Delta t \mathcal{R}(\hat{u}),
\]

\[
\hat{u}^i = \frac{\hat{\rho}}{\hat{\rho}} u^i + \Delta t U^i(\hat{u}).
\]

Inserting the first equation into the second, we obtain an equation for \( \hat{u} \) which is decoupled from the density \( \hat{\rho} \):

\[
\hat{u} = (1 - \Delta t \mathcal{R}(\hat{u})) u^i + \Delta t U^i(\hat{u}).
\]

After defining

\[
G^i(\hat{u}) := (1 - \Delta t \mathcal{R}(\hat{u})) u^i + \Delta t U^i(\hat{u}) - \hat{u}^i,
\]

Newton’s algorithm can be used to solve \( G^i(\hat{u}) = 0 \). To this end, one assigns initial conditions \( \hat{u}^i_{(0)} = u^i \) and it-erates,

\[
\hat{u}^i_{(n+1)} = \hat{u}^i_{(n)} - [J^{-1}]^j G^j(\hat{u}^j_{(n)}),
\]

where \( J = \frac{dG^i}{d\hat{u}^j} \) denotes the Jacobian matrix. This procedure converges rapidly, and typically after 1-3 iterations, a sufficiently accurate solution is found. Given the solution for \( \hat{u} \), the solution for \( \hat{\rho} \) is obtained from Eq. (A26).
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