Crazy 1d billiards: Behavior of spring-fixated, noisy colliding particles
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We study a one-dimensional system of spatially extended particles, which are fixated to regularly spaced locations by means of elastic springs. The particles are assumed to be driven by a Gaussian noise and to have dissipative, energy-conserving or anti-dissipative (flipper-like) interactions, when the particle density exceeds a critical threshold. While each particle in separation shows a well-behaved behavior characterized by a Gaussian velocity distribution, the interaction of particles at high densities can cause an avalanche-like momentum and energy transfer, which can generate steep power laws without a well-defined variance and mean value. Specifically, the velocity variance increases dramatically towards the free boundaries of the driven-many-particle system. The model might also have some relevance for a better understanding of crowd disasters. Our results suggest that these are most likely caused by passive momentum transfers, and not by active pushing.
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I. INTRODUCTION

In the past, driven many-particle systems and granular media have found a large and continued interest in statistical physics. For example, in granular systems, one has found the self-organization of collective patterns of motion such as oscillons [1], particle size segregation [2] or the formation of sand dunes, ripples and sheets [3–5]. In traffic flows, scientists have studied the spontaneous emergence of stop-and-go traffic [6] and other kinds of congestion patterns [7–10]. In colloidal flows, one has discovered directional segregation phenomena as well as stripe formation in crossing flows [11].

In pedestrian flows, one has observed the formation of lanes of uniform walking direction in counterflows [12], oscillatory flows at bottlenecks [12], stop-and-go flows at high densities, and crowd turbulence at even higher ones [13]. Crowd turbulence has been identified as a common reason of crowd disasters. The phenomenon is characterized by the fact that pedestrians are pushed with a variable and unpredictable intensity and direction, which is related with certain kinds of power laws. One of the questions often raised is whether the pushing during crowd turbulence is intentional (active) or unintentional (passive). This question is relevant to assess the responsibility of people for the occurrence of crowd disasters, in which many individuals may die. Here, we discuss a largely abstracted driven many-particle model, which is loosely inspired by this question, but not claimed to be a model of pedestrian crowds.

We study a number of massive particles of finite radius, which are fixated to regularly spaced locations by elastic springs and can move in one dimension (in a frictionless pipe). The fixation might be considered to model a “preferred location”, but this does not matter for our further discussion, as we are dealing here with a theoretically well-defined problem rather than a model of a real system. If the particles come close enough to each other, they may collide. In the following, we assume hard-core interactions, i.e. when the distance of two particles with radius $R$ becomes $2R$, there is an immediate momentum and energy transfer. We will distinguish three different cases: (1) a dissipative case, where energy is absorbed by collisions (say, transformed into heat), (2) a conservative case, where the kinetic energy stays the same, and (3) an anti-dissipative case, in which the amount of kinetic energy is increased. (The latter case might be called “flipper-like” and could result from intentional pushing, as it would happen if pedestrians wanted to gain space in crowded conditions, as assumed in Refs. [13–15].)

When collisions do not take place, our model assumes particles to show a linearly damped elastic oscillation, which is driven by a Gaussian noise. As a consequence, the particles will display normally distributed speeds with identical finite variance, when no collisions take place, i.e. when their distances are sufficiently large. We are interested to find out, how the dynamics of particles changes at higher densities, where collisions cause momentum transfers. As we will show, this little modification (i.e. the occurrence of collisions when the average particle distance is reduced) leads to avalanche effects which can generate steep power laws, which do not even have a well-defined variance and mean value. Compared to the particles in the bulk of the system, particles tend to have extreme velocity variations towards the free boundaries of the system, if the collisions are dissipative. If the collisions are anti-dissipative, the largest velocity variations are observed in the center of the system if the spring damping is sufficiently large. (When comparing this with video recordings of crowd disasters [13–16], this speaks for passive, i.e. dissipative, rather than active, i.e. anti-dissipative, interactions.) In an anti-dissipative system, we even find a finite time singularity, i.e. more or less a diverging dynamics. As a consequence, we can state
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that a system of many harmlessly behaving individual components (here: particles with well-defined normally distributed speeds and locations) may show interesting characteristics, when the system elements interact with each other frequently, as it happens at high densities. This illustrates the surprising dynamics in systems with many well-behaved but strongly interacting system components, as it was discussed in Ref. [17].

II. MODEL

We study an assembly of spatially extended particles arranged on a line where each particle i is attached to a damped spring whose origin in \( x_i^0 \) is fixed. Similar arrangements have been studied before, though in a different context, for example in Refs. [18, 19]. The particles are assumed to be driven by Gaussian noise. The distance \( x_{i+1}^0 - x_i^0 \) between subsequent spring origins is twice the particle radius plus a gap \( g \) :

\[
g = x_{i+1}^0 - x_i^0 - 2R
\]

A sketch of the assembly is shown in Fig. 1. The equation of motion for each particle is:

\[
m\ddot{x}_i = -\gamma \dot{x}_i - k\Delta x_i + A\xi_i(t),
\]

where \( m \) is the particle mass, \( \gamma \) the damping constant of the spring, \( k \) the spring constant, \( \Delta x_i = x_i - x_i^0 \) the distance between the particle position \( x_i \) and the spring origin \( x_i^0 \), and \( \xi_i(t) \) a Gaussian noise with standard deviation 1 and zero mean. The parameter \( A \) controls the width of the Gaussian noise and is a measure for the excitation strength of the particles. For a single particle with \( k = \gamma = 0 \) the particle velocity is given by a Wiener Process.

We employ the Contact Dynamics method [20, 22] to model perfectly rigid particles. Hard-core interactions between two particles having velocities \( v_1 \) respectively \( v_2 \) are modeled by calculating an interaction force during particle contacts such that the following equation is satisfied:

\[
v_1' - v_2' = -e(v_1 - v_2).
\]

Here \( v_1 - v_2 \) and \( v_1' - v_2' \) is the relative velocity of the two particles before, respectively after the collision and \( e \) is the particle restitution coefficient. Note that the evolution of the particles due to a contact force automatically ensures momentum conservation in a collision.

The energy loss or gain \( \Delta E \) in a collision is then related to the restitution coefficient \( e \) as follows: For equal masses \( m = 1 \) in the following), momentum conservation is given by

\[
v_1' + v_2' = v_1 + v_2,
\]

which is satisfied only if \( v_1' = v_1 + \Delta p \) and \( v_2' = v_2 - \Delta p \) with the momentum transfer \( \Delta p \). The energy gain or loss is given by

\[
2\Delta E = (v_1 + \Delta p)^2 + (v_2 - \Delta p)^2 - (v_1^2 + v_2^2),
\]

which, after some algebra, translates to

\[
2\Delta E = (e^2 - 1)(v_1 - v_2)^2/2.
\]

For \( e \leq 0 < 1 \) we have dissipative collisions, whereas for \( e = 1 \) the energy is conserved. For \( e > 1 \) energy is pumped into the system as it would be the case for a flipper or actively pushing pedestrians.

In the following, we consider particles of equal radii \( R \) arranged on a line and we will use \( R \) as our unit of length. The system size \( L \) is determined by the number of particles. The particle mass is set to \( m = 4\pi/3M \), where \( M \) is the unit of mass and time is measured in units of \( T = \sqrt{M/k} \). The time integration of Eq. (2) is performed by a simple Euler integration

\[
v_i(t + \Delta t) = v_i(t) + \frac{\Delta t}{m}(-k\Delta x_i - \gamma v_i + A\xi_i/\sqrt{\Delta t}),
\]

\[
x_i(t + \Delta t) = x_i(t) + \Delta t v_i.
\]

At the beginning of our computer simulations, the particles are placed such that \( \Delta x = 0 \) for all particles. For \( e \leq 1 \), the noise drives the particles until the dissipative energy loss due to the damping of the springs and due to collisions equals the energy gain due to noise. We call this state of the system the steady state. All measurements presented in the results section are obtained while the system is in steady state.

III. RESULTS

A. Fully dissipative case \( e = 0 \)

In this section, we study the fully dissipative case with restitution coefficient \( e = 0 \). In this case, two colliding particles have the same velocities after their collision, but then noise separates them again. The remaining parameters are \( k = 1, A = 1, \gamma = 1 \) and \( g = 0 \). We first examine the velocity distributions of individual particles in the chain.
Fig. 2 shows the velocity distributions measured in steady state for different particles \(i\) for a system of size \(L = 1000\), where \(i = 1\) corresponds to the particle at the left border and \(i = 500\) is a particle in the center of the system. In the bulk of the system, the distributions can be fitted by Gaussians. Interestingly, we find that the width of the distributions decreases as a function of the distance to the border of the system. For particles close to the border of the system, the probability density functions are slightly skewed. Denoting the probability distribution function by \(f_v\), we define the width of the velocity distribution as

\[
W_v(i) = \sqrt{\int f_v(i)v^2dv} \sim \sqrt{\sum_k (v_k^f)^2}/C, \tag{8}
\]

where the sum runs over all measurements (at different times in steady state) and is normalized by the total number of measurements \(C\). Note that, since the mass is the same for all particles, the square width \(W_v(i)^2\) is proportional to the kinetic energy of the particle. We want to relate \(W_v\) to the position of the particles inside the chain and to the system size. The exact solution of the equation of motion \(\ddot{x} = \gamma \dot{x} - e x\) for the free case, where no collisions occur, can be found in Ref. [23] and the width of the Gaussian velocity distribution is

\[
W_v = \frac{A}{\sqrt{2m\gamma}}. \tag{9}
\]

In Fig. 3, we show \(W_v(i)\) for different system sizes together with the free case solution Eq. (9) (dashed line). Since computation time in Contact Dynamics scales as \(L^2\) [21] and the accurate computation of \(W_v\) requires a long simulation duration, we were limited to system sizes of \(L = 1000\). The width of the momentum distribution \(W_v\) is decreased compared to the free case solution due to collisions. The functions can be fitted by a sum of two power laws as follows

\[
W_v(i) \sim a[(i - c)\nu + (L + 1 - c - i)^\nu]\ | i \in [1..L] \tag{10}
\]

Note that this form is reflection-symmetric around the center of the system at \(i = (L + 1)/2\). Within the error bars, the exponents \(\nu \sim -0.46\) are identical for all system sizes. Note that due to \(-1 \leq -\nu \leq 0\) this kind of power-law has no well-defined mean nor variance [21]. Also, the width \(W_v^{min}(i = (L + 1)/2)\) of the velocity distribution of the central particle follows a power law as a function of the system size \(L\) with exponent -0.38 as can be seen in Fig. 4.

Next, we analyze the mean displacements \(\langle \Delta x \rangle\) for different system sizes. The displacement determines the average force exerted by the springs onto the particles. In order to compare the displacements \(\langle \Delta x \rangle\) for different system sizes we define a normalized particle number \(i_n = \frac{2L - (L + 1) + 1}{L} \) such that \(i_n(1) = -1\) and \(i_n(L) = 1\). In Fig. 5 we show \(\langle \Delta x \rangle\) as a function of \(i_n\). Increasing the system size leads to decreasing displacements and less space available for the particles to move. The more particles are contained in the system, the larger is the pressure in its interior. To get a better feeling at each position, we calculate the scatter defined as \(W_x = \sqrt{\langle \Delta x^2 \rangle - \langle \Delta x \rangle^2}\), which is shown in the inset of Fig. 5. For increasing system sizes, the particles in the interior are pushed together.
FIG. 4. Minimum width $W^{\text{min}}_v$ as a function of system size $L$ for $\epsilon = 0$, $\gamma = 1$, $A = 1$ and $k = 1$. The line is a power law fit with exponent -0.38.

FIG. 5. (Color online) Mean displacement $\langle \Delta x \rangle$ versus particle number $i_n$ for different system sizes and model parameters $\epsilon = 0$, $\gamma = 1$, $A = 1$ and $k = 1$. Inset: Position variance $W_x$ versus scaled particle number $i_n$.

more and more resulting in a stronger confinement of the particles.

The power law distributions of $W_v$ suggest cascading effects: Momentum can be transferred via collisions over large length scales. For this purpose, we measure the distribution of the number $N_c$ of triggered collisions, where $N_c$ is defined as follows: Whenever a particular particle $i$ hits the right neighbor $i+1$, we track how far its momentum is transferred into the system. If particle $i+1$ just returns without colliding with particle $i+2$, the momentum is not transferred further. Also, if particle $i+1$ collides with particle $i+2$ and the sum of the velocities (resp. momenta) of the particle pair is negative, the momentum transfer is interrupted. Only if the total momentum of the colliding particles is positive (pointing into the direction of momentum propagation) the transfer continues to particle $i+2$. The number of such triggered subsequent collisions is called $N_c$. Fig. 6 shows the distribution of $N_c$ for momentum transfer waves starting at different particles $i$. The straight lines in Fig. 6 have the same slopes and are guides to the eye, suggesting that the size distribution follows a power law with exponent around $-2.2$.

For non-zero values of the spring fixation point separation $g$, the large length scale correlations break down and the bulk of the system becomes insensitive to boundary effects (see the Appendix for more details).

B. Influence of the particle restitution coefficients

A similar analysis can be performed for different restitution coefficients: Fig. 7 shows the width of the velocity distribution $W_v$ for different values of the particle restitution coefficient $\epsilon$. Again, we consider the case of high density with $g = 0$.

The variations of the width and thus kinetic energy become less pronounced for larger values of $\epsilon$. For the case of $\epsilon = 1$, the distributions become even independent of the particle number $i$ and correspond to the free case, as shown in Fig. 8 where the velocity distributions of a particle at the boundary $i = 1$ and in the center $i = 50$ are shown for system of size $L = 100$. Again, $W_v$ can accurately be described by a sum of power laws according to Eq. (10). The exponents here depend on $\epsilon$ as shown in the inset of Fig. 7. The data points were fitted to an
In this section, we study the anti-dissipative case with $e > 1$, where the particles gain energy in collisions and the only dissipation arises due to the spring damping $\gamma$. We focus on the case $g = 0$. For $\gamma$ large enough, such that the rate of dissipation is larger than the rate of energy gain in collisions, the system reaches a steady state where the energy fluctuates around a constant mean value. For too small values of $\gamma$, the energy diverges. For $\gamma = 4$ and $e = 1.05$ the system reaches a steady state and the corresponding velocity probability distributions can be seen in Fig. [10]. Here, the velocity distribution of the outermost particle ($i = 1$) develops a wide tail, falling exponential $-\nu \sim e^{-\lambda(1-e)} + d$. For increasing values of $e$, the variations in $W_v$ and thus, in kinetic energy are more and more suppressed. However, the mean displacement $\langle \Delta x \rangle$ of the particles becomes more pronounced for larger values of $e$ (see Fig. [9]), i.e. the system expands more for large values of $e$, when collisions are little or not dissipative, leaving more space for the inner particles to move. Note that $\langle \Delta x \rangle$ does not follow a power law. In Section IV we show that $\langle \Delta x \rangle$ can be described by an arctanh-function for $e \rightarrow 1$.

Thus, also for large values of $e$, the total energy is increased at the border of the system due to the increase in potential energy $\sim k(x^2)$, even though the kinetic energy $\sim W_v^2$ becomes evenly distributed for $e \rightarrow 1$. Our numerical results can also be compared to analytical calculations. For $e = 1$, we find excellent agreement between computer simulation and analytics which will be presented in Section IV.
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**FIG. 7.** (Color online) Velocity variance $W_v$ as a function of the particle number $i$ for different values of $e$ and model parameters $\gamma = 1$, $A = 1$, $k = 1$, $L = 1000$. The black lines are power-law fits according to Eq. (10). We only plot the left half of the system up to $i = 500$. Again, the data is reflection-symmetric with respect to the center of the system. The dashed line corresponds to the free case and the stars show $W_v$ for $e = 1$ and $L = 100$. Inset: Fit of an exponential function to the exponent $-\nu$ in dependence of $1 - e$.
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**FIG. 8.** (Color online) Velocity distributions of the boundary particle and a particle in the center of the system for the non-dissipative case $e = 1$, $\gamma = 1$, $A = 1$, $k = 1$ and $L = 100$. When interactions are energy conserving, the velocity distributions do not depend on the particle positions. The dashed line is Gaussian and corresponds to the free case where no collisions occur.
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**FIG. 9.** The mean displacement $\langle \Delta x \rangle = \langle x - x_0 \rangle$ as a function of particle number $i$ for different values of $e = (0, 0.75, 0.85, 0.92, 0.95)$ and model parameters $\gamma = 1$, $A = 1$, $k = 1$, $L = 1000$.

### C. Anti-Dissipation

In this section, we study the anti-dissipative case with $e > 1$, where the particles gain energy in collisions and the only dissipation arises due to the spring damping $\gamma$. We focus on the case $g = 0$. For $\gamma$ large enough, such that the rate of dissipation is larger than the rate of energy gain in collisions, the system reaches a steady state where the energy fluctuates around a constant mean value. For too small values of $\gamma$, the energy diverges. For $\gamma = 4$ and $e = 1.05$ the system reaches a steady state and the corresponding velocity probability distributions can be seen in Fig. [10]. Here, the velocity distribution of the outermost particle ($i = 1$) develops a wide tail, falling exponential $-\nu \sim e^{-\lambda(1-e)} + d$. For increasing values of $e$, the variations in $W_v$ and thus, in kinetic energy are more and more suppressed. However, the mean displacement $\langle \Delta x \rangle$ of the particles becomes more pronounced for larger values of $e$ (see Fig. [9]), i.e. the system expands more for large values of $e$, when collisions are little or not dissipative, leaving more space for the inner particles to move. Note that $\langle \Delta x \rangle$ does not follow a power law. In Section IV we show that $\langle \Delta x \rangle$ can be described by an arctanh-function for $e \rightarrow 1$.

Thus, also for large values of $e$, the total energy is increased at the border of the system due to the increase in potential energy $\sim k(x^2)$, even though the kinetic energy $\sim W_v^2$ becomes evenly distributed for $e \rightarrow 1$. Our numerical results can also be compared to analytical calculations. For $e = 1$, we find excellent agreement between computer simulation and analytics which will be presented in Section IV.
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**FIG. 7.** (Color online) Velocity variance $W_v$ as a function of the particle number $i$ for different values of $e$ and model parameters $\gamma = 1$, $A = 1$, $k = 1$, $L = 1000$. The black lines are power-law fits according to Eq. (10). We only plot the left half of the system up to $i = 500$. Again, the data is reflection-symmetric with respect to the center of the system. The dashed line corresponds to the free case and the stars show $W_v$ for $e = 1$ and $L = 100$. Inset: Fit of an exponential function to the exponent $-\nu$ in dependence of $1 - e$.
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**FIG. 8.** (Color online) Velocity distributions of the boundary particle and a particle in the center of the system for the non-dissipative case $e = 1$, $\gamma = 1$, $A = 1$, $k = 1$ and $L = 100$. When interactions are energy conserving, the velocity distributions do not depend on the particle positions. The dashed line is Gaussian and corresponds to the free case where no collisions occur.
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**FIG. 9.** The mean displacement $\langle \Delta x \rangle = \langle x - x_0 \rangle$ as a function of particle number $i$ for different values of $e = (0, 0.75, 0.85, 0.92, 0.95)$ and model parameters $\gamma = 1$, $A = 1$, $k = 1$, $L = 1000$. Inset: Fit of an exponential function to the exponent $-\nu$ in dependence of $1 - e$. 

exponential $-\nu \sim e^{-\lambda(1-e)} + d$. For increasing values of $e$, the variations in $W_v$ and thus, in kinetic energy are more and more suppressed. However, the mean displacement $\langle \Delta x \rangle$ of the particles becomes more pronounced for larger values of $e$ (see Fig. [9]), i.e. the system expands more for large values of $e$, when collisions are little or not dissipative, leaving more space for the inner particles to move. Note that $\langle \Delta x \rangle$ does not follow a power law. In Section IV we show that $\langle \Delta x \rangle$ can be described by an arctanh-function for $e \rightarrow 1$.

Thus, also for large values of $e$, the total energy is increased at the border of the system due to the increase in potential energy $\sim k(x^2)$, even though the kinetic energy $\sim W_v^2$ becomes evenly distributed for $e \rightarrow 1$. Our numerical results can also be compared to analytical calculations. For $e = 1$, we find excellent agreement between computer simulation and analytics which will be presented in Section IV.

In this section, we study the anti-dissipative case with $e > 1$, where the particles gain energy in collisions and the only dissipation arises due to the spring damping $\gamma$. We focus on the case $g = 0$. For $\gamma$ large enough, such that the rate of dissipation is larger than the rate of energy gain in collisions, the system reaches a steady state where the energy fluctuates around a constant mean value. For too small values of $\gamma$, the energy diverges. For $\gamma = 4$ and $e = 1.05$ the system reaches a steady state and the corresponding velocity probability distributions can be seen in Fig. [10]. Here, the velocity distribution of the outermost particle ($i = 1$) develops a wide tail, falling exponential $-\nu \sim e^{-\lambda(1-e)} + d$. For increasing values of $e$, the variations in $W_v$ and thus, in kinetic energy are more and more suppressed. However, the mean displacement $\langle \Delta x \rangle$ of the particles becomes more pronounced for larger values of $e$ (see Fig. [9]), i.e. the system expands more for large values of $e$, when collisions are little or not dissipative, leaving more space for the inner particles to move. Note that $\langle \Delta x \rangle$ does not follow a power law. In Section IV we show that $\langle \Delta x \rangle$ can be described by an arctanh-function for $e \rightarrow 1$.

Thus, also for large values of $e$, the total energy is increased at the border of the system due to the increase in potential energy $\sim k(x^2)$, even though the kinetic energy $\sim W_v^2$ becomes evenly distributed for $e \rightarrow 1$. Our numerical results can also be compared to analytical calculations. For $e = 1$, we find excellent agreement between computer simulation and analytics which will be presented in Section IV.
off exponentially. The width of the velocity distributions for all particles is larger than the width in the free case (dashed line), meaning that energy is pumped into the system.

FIG. 10. (Color online) Velocity distributions for an anti-dissipative system of size $L = 100$ with model parameters $A = 1$, $\gamma = 4$ and $\epsilon = 1.05$. We show distributions for a particle at the boundary $i = 1$, for a particle in the center $i = 50$ and one additional particle in between $i = 10$. Inset: The curve for $i = 1$ on a log-scale, showing only negative velocities, indicates an exponential tail. The dashed line corresponds to the case where no collisions occur.

The picture changes for larger values of $\gamma$. Fig. 11 shows the velocity distributions for the same particles with $\gamma = 10$ and $\epsilon = 1.05$. Interestingly, as opposed to the previous case, where the probability of finding a large negative velocity was larger for the outer particle ($i = 1$) than for the particle in the center of the system, now the probability of finding large velocities is greater for particles in the center of the system.

Fig. 12 shows that, as $\gamma$ is increased, the width of the velocity distribution as a function of the particle number $i$ changes from a convex to a concave shape as $\gamma$ is increased. The concave shape for $\gamma = 10$ results from the collision frequency, which is larger in the bulk of the system. Since, for $\epsilon > 1$, particles gain energy in collisions, the kinetic energy increases in regions of high collision frequency as it is expected for active pushing. Also for $\gamma = 4$ the collision frequency is larger in the center of the system. But why does the distribution become convex as gamma is decreased? To shed light on this question, we again have a closer look at the avalanche size distributions $N_c$. As can be observed in Fig. 13, the probability for finding an avalanche going through the whole system is much larger for a smaller value of the spring damping $\gamma$. In such avalanches the velocity is amplified strongly and is transferred to the boundary particles such that they gain much kinetic energy. On the other hand, for large values of $\gamma$, the avalanches seldomly go through the whole system and momentum transfer towards the boundary of the system is reduced. Note that the convex distribution for $\gamma = 4$ cannot be described by a power-law such as introduced in section III A.

FIG. 11. (Color online) Velocity distributions for an anti-dissipative system of size $L = 100$ and $A = 1$, $\gamma = 10$ and $\epsilon = 1.05$. We show distributions for a particle at the boundary $i = 1$, for a particle in the center $i = 50$ and one additional particle in between $i = 10$. The dashed line corresponds to the case, where no collisions occur.

For fixed spring damping $\gamma$, also the system size $L$ affects the shape of the width of the velocity distributions $W_v$: Fig. 14 shows $W_v$ for different system sizes and model parameters $\gamma = 4$, $\epsilon = 1.05$. For small system
FIG. 14. Width of the velocity distribution $W_v$ for different system sizes $L = (25, 50, 75, 100, 105)$ in dependence of the particle number $i$ for $\epsilon = 1.05, A = 1$ and $\gamma = 4$. The dashed line corresponds to the free case where no collisions occur.

If the spring damping is too small (respectively, the number of particles is too large), i.e. more energy is created than dissipated, the system is constantly gaining energy. For a linear spring, the collision frequency should not depend on the velocity of the particles since the oscillation frequency only depends on the spring damping and spring constant. In each collision, the particles gain an amount of energy proportional to the kinetic energy (see Eq. (6)). However, they also lose energy due to the spring damping proportionally to their kinetic energy, such that the overall kinetic energy is expected to rise as

$$\frac{dE_{\text{kin}}}{dt} \sim C_f E_{\text{kin}} - \gamma E_{\text{kin}}.$$  \hfill (11)

When the collision frequency $C_f$ is assumed to be approximately constant, this implies an exponential growth of the kinetic energy. This is indeed the case. Fig. 15 demonstrates that the kinetic energy of the system with linear springs rises exponentially for a small enough value of $\gamma$.

Extreme dynamics, as discussed in Ref. [25], is characterized by an increase of the kinetic energy faster than exponential. This may lead to a divergence of the kinetic energy in finite time, the so called finite time singularity, which is characteristic for catastrophic events. Such a growth in kinetic energy is for example obtained when fixating the particles by a non-linear spring, such that the magnitude of the force is given by $k(x - x_c)^2$. Then, the oscillation frequency of the spring depends on the particle velocity. The equation of motion for each particle becomes

$$m\ddot{x}_i = -\gamma \dot{x}_i - k\Delta x_i \text{sign}(\Delta x_i) + A\xi_i(t).$$  \hfill (12)

For such a system, the collision frequency $C_f$ increases with velocity or kinetic energy like

$$\frac{dE_{\text{kin}}}{dt} \sim C_f (E_{\text{kin}}) E_{\text{kin}} \sim E_{\text{kin}}^\beta,$$  \hfill (13)

where $\beta > 1$. This implies that the kinetic energy increases faster than exponential, which can be observed in Fig. 15. The inset in Fig. 15 shows the diverging kinetic energy as a function of $t_c - t$. $t_c$ denotes the critical time, where the divergence occurs. The straight line indicates a power-law behavior near the critical time $t_c$ and the occurrence of a finite time singularity [25] where the kinetic energy becomes infinite. This illustrates how the dynamics can turn extreme, even uncontrollable, if well-behaved but strongly interacting particles are brought together at high densities.

IV. COMPARISON TO ANALYTICAL CALCULATIONS

Here, we explore if it is possible to describe the system of the crazy billiards by a gas-kinetic approach. In Section IIIA we saw that for $\epsilon = 1$, the velocity distributions of all particles, regardless of their positions, can be well described by a Gaussian distribution. Thus,
a fluid-dynamic Maxwell-Boltzmann type equation for compressible gases should apply in this case. A suitable equation, where the finite size of the particles as well as granular collisions are taken into account is given in Ref. [26]:

\[
\frac{\partial \tilde{\rho}}{\partial t} + \frac{v}{v} \frac{\partial \tilde{\rho}}{\partial v} + \frac{\partial}{\partial v} \left( \tilde{\rho} \frac{d v}{d t} \right) = \frac{1}{2} \frac{\partial^2}{\partial v^2} \left( D \tilde{\rho} \right) + \left( \frac{\partial \tilde{\rho}}{\partial t} \right)_{\text{int}}.
\] (14)

Here, \( \tilde{\rho}(x, v, t) \) is the phase space density which follows a Gaussian distribution

\[
\tilde{\rho} = \frac{\rho}{\sqrt{2\pi}} \exp \left[ -\frac{(v - V)^2}{2\rho^2} \right].
\] (15)

\( V = \langle v \rangle \) is the macroscopic velocity and \( \rho \) is the particle density. The diffusion term containing the diffusion constant \( D \) takes into account the driving of the particles due to the Gaussian noise. The interaction term \( (\partial \tilde{\rho}/\partial t)_{\text{int}} \) (see Appendix) is describing granular collisions with restitution coefficient \( e \). Multiplication of Eq. [14] by \( v \) on both sides, integrating over \( v \) and evaluating the interaction term (see Appendix for details) leads to the following equation relating the macroscopic variables \( V, \rho \) and \( W_v \):

\[
\frac{\partial V}{\partial t} + V \frac{\partial V}{\partial v} = \frac{1}{\rho} \frac{\partial}{\partial x} \rho W_v^2 - k \langle \Delta x \rangle - \gamma V, \quad (16)
\]

This equation is a slight modification of the equation from Ref. [26] to reflect our spring-fixated particles. The term containing \( W_v^2 \) has the meaning of a pressure. In the stationary state, \( \frac{\partial V}{\partial t} = 0 \). Moreover, since there is no particle migration in steady state, the macroscopic velocity \( V \) vanishes. This leads to

\[
\frac{1}{\rho} \frac{\partial}{\partial x} \rho W_v^2 = -k \langle \Delta x \rangle, \quad (17)
\]

which can be interpreted as a force balance between the frictional and spring forces (R.H.S) and the force exerted by a pressure gradient (L.H.S). Assuming that \( W_v^2 \sim \text{const} \) as explored in Section [11,12] for \( e = 1 \), (see Fig. 8) and representing the derivative \( \partial \rho/\partial x \) by \( \rho^\prime \) we can write

\[
\frac{\partial}{\partial x} \rho W_v^2 = W_v^2 \rho^\prime (1 - 2\rho R) + 2\rho^\prime R \quad \frac{\partial}{\partial (1 - 2\rho R)} = W_v^2 \rho^\prime \frac{1}{(1 - 2\rho R)^2}, \quad (18)
\]

which leads to

\[
\frac{\partial \rho}{\partial x} = -\frac{k}{W_v^2} \langle \Delta x \rangle \rho(1 - 2\rho R)^2. \quad (19)
\]

For particle masses \( m \) different from unity, the right hand side of this equation must be divided by \( m \).

We consider the case \( e = 1 \) for a chain of \( L = 100 \) particles, having fixation points separated by \( 2R \). Empirically, \( \langle \Delta x \rangle \) can be described by a function \( f(x) = B \cdot \text{arctanh}(Cx) \) (line) with fit parameters \( B \) and \( C \). The model parameters are \( A = 10, \gamma = 1, k = 1 \) and \( L = 100 \).

The density \( \rho \) can be calculated as follows: The space is divided into bins of equal size, much smaller than the particle radius. In each measurement, the values of the bins are incremented by one if the whole bin is “covered” by a particle. At the edge of a particle, only part
FIG. 17. (Color online) The particle density as obtained from computer simulations (symbols) and by numerical integration of Eq. (19) (lines) for different values of the driving amplitude $A$. The model parameters are $\epsilon = 1$, $\gamma = 1$, $k = 1$, $L = 100$. A vanishing density $\rho = 0$ (for large $|x|$) means that there is no particle found at that particular location during the simulation.

of the bin is covered. Then, the value in the bin is incremented only by the percentage by which the bin is covered by the particle. In the end, the bin values are divided by the number of measurements and by $2R$, and finally smoothed, using a running average filter of window size $2R$. In fact, this is equivalent to convoluting the particle position distribution with a rectangular function $\Theta_H(x - 2R) - \Theta_H(x)$ of length $2R$, where $\Theta_H$ denotes the Heaviside Theta function. Such a convolution takes into account the finite extent of the particles. The results for different values of $A$ and $\epsilon = 1$ are shown in Fig. 17 (symbols).

We can insert the fitted curve $\Delta x$ together with $W_v^2$ into Eq. (19) and perform a numerical integration of Eq. (19), yielding the numerical density $\rho_{\text{num}}$ in Fig. 17. We see that the results match the computer-simulated densities perfectly. This leads to the conclusion that the system can be described by a gas-kinetic approach.

V. CONCLUSION

In this paper, we studied a system of finite-sized particles, which are driven by Gaussian noise and fixated by damped springs. At very low densities, where the particles never collide, the velocity distributions of the particles are Gaussian, while at high densities, collisions between neighboring particles lead to an avalanche-like energy and momentum transfer. For dissipative collisions, we find that the velocity variance of the particles follows a power-law towards the free boundary with no well-defined mean and variance. The picture changes when collisions are anti-dissipative. Provided that the spring damping is large enough, the velocity variations become largest in the bulk of the system. For strong anti-dissipation, we find an increase of particle energy over time. For non-linear springs, energy can diverge at a finite time. Finally, we found good agreement of our numerical results with a gas-kinetic analytical approach.

VI. APPENDIX

A. Gas-kinetic approach

The following derivation of Eq. (16) is based on a gas-kinetic approach in analogy to Refs. 26 and 27:

$$\frac{\partial \tilde{\rho}}{\partial t} + v \frac{\partial \tilde{\rho}}{\partial r} + \frac{\partial}{\partial v} \left( \tilde{\rho} \frac{dv}{dt} \right) = \frac{A^2}{2m^2} \frac{\partial^2}{\partial v^2} \tilde{\rho} + \left( \frac{\partial \tilde{\rho}}{\partial t} \right)_{\text{int}}$$ (21)

This expression denotes the reduced, gas-kinetic transport equation with an additional diffusion term $A^2/2m^2(\partial^2/\partial v^2)\tilde{\rho}$. We assume that the velocity distribution is a Gaussian:

$$\tilde{\rho}(r,v,t) = \frac{\rho(r,t)}{\sqrt{2\pi W_v(r,t)^2}} \exp \left[ -\frac{(v - V(r,t))^2}{2W_v(r,t)^2} \right]$$ (22)

The acceleration term for unit mass equals (without any indices $i$):

$$\frac{dv}{dt} = -\gamma v - k(\Delta x)$$ (23)
The interaction term can be written as:

\[
\frac{\partial \tilde{\rho}}{\partial t} = \int dv' \int dw' \int dw \sigma(v', w' | v, w) |v' - w'\| \tilde{\rho}_2(r, v'; r + 2R, w'; t) - \int dv' \int dw' \int dw \sigma(v, w' | v', w') |v - w\| \tilde{\rho}_2(r, v; r + 2R, w; t) + \int dv' \int dw' \int dw \sigma(w', v' | v, w) |v' - w'\| \tilde{\rho}_2(r, v'; r - 2R, w'; t) - \int dv' \int dw' \int dw \sigma(w, v' | w', v') |v - w\| \tilde{\rho}_2(r, v; r - 2R, w; t),
\]

(24)

describing interactions at location \( r' = r \pm 2R \). The differential cross section for completely elastic collisions \((e = 1)\) is given by:

\[
\sigma(v', w' | v, w) = \delta(v' - w)\delta(w' - v).
\]

(25)

The pair distribution function \( \tilde{\rho}_2 \) can be approximated as:

\[
\tilde{\rho}_2(r, v; r \pm 2R, w; t) = \chi(r \pm R, t)\tilde{\rho}(r, v, t)\tilde{\rho}(r \pm 2R, w, t),
\]

(26)

where the factor \( \chi \) is defined as:

\[
\chi(r \pm R, t) := 1 \over 1 - 2\rho(x \pm R, t)R,
\]

(27)

denoting the increase in particle interaction, due to the finite extension of \( R \) around the center of the oscillating particle. We are now integrating Eq. (21) over \( v \) from \(-\infty\) to \(+\infty\), after multiplying it with the collisional invariants \( \psi(v) = 1 \) or \( v \). This provides us with the continuity and velocity equation. Using the fundamental theorem of calculus, the rules of interchanging differentiation and integration as well as the identities in section [VI B] and evaluating the single terms, we find two equations:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial r} (\rho V) = \int dv \left( \frac{\partial \tilde{\rho}}{\partial t} \right)_{int}
\]

(28)

\[
\frac{\partial}{\partial t} (\rho V) + \frac{\partial}{\partial r} \left[ \rho(V^2 + W^2) \right] + \rho \gamma V + k\Delta x \right] = \int dv v \left( \frac{\partial \tilde{\rho}}{\partial t} \right)_{int}
\]

(29)

In a further step we rewrite the interaction term, in Eq. (24). Since we are integrating over \( v \), it is allowed to interchange \( v \leftrightarrow v' \) and \( w \leftrightarrow w' \). Thus, after multiplying Eq. (24) with \( \psi(v) \) and integrating over \( v \), we find:

\[
\mathcal{I}(\psi) := \int dv \int dv' \int dw' \int dw \left[ \psi(v') - \psi(v) \right] \sigma(v, w' | v', w') |v - w| \times \tilde{\rho}_2(r, v; r + 2R, w; t) + \int dv \int dv' \int dw' \left[ \psi(v') - \psi(v) \right] \sigma(w, v' | w', v') |v - w| \times \tilde{\rho}_2(r, v; r - 2R, w; t)
\]

(30)

For \( \psi(v) = 1 \) Eq. (30) implies \( \mathcal{I}(1) = 0 \), such that Eq. (28) reduces to a continuity equation:

\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial r} (\rho V) = 0
\]

(31)

Equation (29) can be reduced to

\[
\frac{\partial V}{\partial t} + V \frac{\partial V}{\partial r} = -\frac{1}{\rho} \frac{\partial}{\partial r} (\rho W^2) - [\gamma V + k(\Delta x)] + \frac{\mathcal{I}(v)}{\rho},
\]

(32)
The remaining task is to evaluate the interaction term $I(v)$. We can simplify Eq. (30) again, interchanging $v \leftrightarrow w$ and $v' \leftrightarrow w'$.

\[ I(\psi) := \int dv \int dv' \int dw \int dw' \sigma(v, w | v', w') |v - w| \times \left\{ [\psi(v') - \psi(v)] \hat{\rho}_2(r, v; r + 2R, w; t) + [\psi(w') - \psi(w)] \hat{\rho}_2(r - 2R, v; r, w; t) \right\} \]  

(33)

Applying a first order Taylor expansion for $\hat{\rho}_2(r, v; r + 2R, w; t)$ yields:

\[ \hat{\rho}_2(r, v; r + 2R, w; t) = \hat{\rho}_2(r - 2R, v; r, w; t) + 2R \frac{\partial}{\partial r} \hat{\rho}_2(r, v; r + 2R, w; t) + \mathcal{O}(R^2) \]  

(34)

We can use Eq. (34) to write the interaction term as

\[ I(\psi) = I_s(\psi) - \frac{\partial I_f(\psi)}{\partial r} \]  

(35)

with a source term

\[ I_s(\psi) = \int dv \int dv' \int dw \int dw' \sigma(v, w | v', w') |v - w| \times \left\{ [\psi(v') + \psi(w')] - [\psi(v) + \psi(w)] \right\} \hat{\rho}_2(r - 2R, v, r; w; t) \]  

(36)

and a flux term

\[ I_f(\psi) = -2R \int dv \int dv' \int dw \int dw' \sigma(v, w | v', w') |v - w| \times [\psi(v') - \psi(v)] \hat{\rho}_2(r, v; r + 2R, w; t) \]  

(37)

We see that the source term in Eq. (36) vanishes for $\psi(v) = v$. We proceed with a Taylor expansion of the pair distribution function $\hat{\rho}_2$:

\[ \hat{\rho}_2(r, v; r + 2R, w; t) = \chi(r + R, t)\hat{\rho}(r, v, t)\hat{\rho}(r + 2R, w, t) \approx \chi(r, t)\hat{\rho}(r, v, t)\hat{\rho}(r, w, t) \left\{ 1 + R \frac{\partial \chi}{\chi} \frac{\partial}{\partial x} + 2R \left[ \frac{1}{\rho} \frac{\partial \rho}{\partial x} + \frac{(v - V)}{W_v^2} \frac{\partial V}{\partial x} + \frac{1}{2W_v^2} \left( \frac{(v - V)^2}{W_v^2} - 1 \right) \frac{\partial W_v^2}{\partial x} \right] \right\} \]  

(38)

If we neglect the higher order derivatives in $\partial I_f(\psi)/\partial r$ and Eq. (38), there remains only one contribution for $I_f(v)$:

\[ I_f(v) = 2R\chi(x, t)\rho(x, t)^2W_v(x, t)^2 \]  

(39)

For the velocity equation we find, by plugging in Eq. (39) into Eq. (32):

\[ \frac{\partial V}{\partial t} + V \frac{\partial V}{\partial r} = -\frac{1}{\rho} \frac{\partial}{\partial r} \left( \frac{\rho W_v^2}{1 - 2\rho R} \right) - [\gamma V + k(\Delta x)] \]  

(40)

B. Definitions and Identities

For the evaluation of the gas-kinetic equation we have:

In a first step we define:

\[ P(x, v, t) := \frac{\hat{\rho}(x, v, t)}{\hat{\rho}(x, t)} \]  

(41)

\[ v \frac{\partial}{\partial x} \hat{\rho} = v \frac{\partial}{\partial x} (P\rho) \]  

(42)
\[
\frac{\partial}{\partial v} \left( \frac{dv}{dt} \right) = P \rho \left[ \frac{(v - V)}{W_v^2} (\gamma v + k \Delta x) - \gamma \right]
\]

(44)

\[
\frac{A^2}{2m^2} \frac{\partial^2}{\partial v^2} \rho = A^2 \frac{P}{2m^2} \rho \left[ \left( \frac{v - V}{W_v^2} \right)^2 - (W_v^2)^{-1} \right]
\]

(45)

Some necessary integrals are:

\[
\rho(x, t) = \int_{-\infty}^\infty \tilde{\rho}(x, v, t) dv
\]

(46)

\[
V(x, t) := \langle v \rangle = \int_{-\infty}^\infty v P(x, v, t) dv
\]

(47)

\[
W_v^2(x, t) := \langle (v - V)^2 \rangle = \int_{-\infty}^\infty (v - V)^2 P(x, v, t) dv
\]

(48)

These are the evaluated integrals for the calculation:

\[
\int_{-\infty}^\infty v^2 P(x, v, t) dv = (V^2 + W_v^2)
\]

(49)

\[
\int_{-\infty}^\infty (v - V) P(x, v, t) dv = W_v^2
\]

(50)

\[
\int_{-\infty}^\infty (v - V)^2 P(x, v, t) dv = 2W_v^2 V
\]

(51)

\[
\int_{-\infty}^\infty (v - V)^2 P(x, v, t) dv = W_v^2 V
\]

(52)

C. Influence of driving amplitude $A$ and spring fixation point separation $g$

Now we discuss the influence of the model parameters $A$ and $g$. First, we suggest that the results can be rescaled via a power of $A$. For instance $\langle x \rangle / A$, $W_v^2 / A^2$ and $\langle x^2 \rangle / A^2$ are all constants. We tested this rescaling for a few cases shown in Fig. 18, where $W_v^2$ and $\langle \Delta x \rangle$ for two different values of $e$ collapse onto a single curve.

Next, we investigate how the system depends on the particle density or spring density. It is plausible that the system goes from a completely uncorrelated state when particles hardly collide at small spring densities towards a completely correlated state, when the particles influence each other over large length scales. Here we study this influence by tuning the parameter $g$ defined in Fig. 11. The results are presented in Fig. 19 where $W_v^2$ is plotted for different "gaps" $g$. We observe the occurrence of a plateau in the interior of the system, which becomes wider and wider with decreasing spring density. This means that the cascading effects and the spatial correlations are limited in their spatial extension and that there is no sensitivity to boundary effects in the bulk of the system for large system sizes. The particles in the center of the system basically behave as if they move freely, but with an enhanced dissipation due to pairwise collisions, which are still occurring.

![Graph showing influence of driving amplitude and spring fixation point separation](image)

FIG. 18. (Color online) $W_v^2$ normalized by $A^2$ versus particle number for different values of $A$ and $e$ with $\gamma = 1$, $k = 1$ and $L = 1000$. Inset: $\langle \Delta x \rangle$ normalized by $A$ versus the particle number $i$.

![Graph showing square velocity distribution](image)

FIG. 19. (Color online) Square width of the velocity distribution $W_v^2$ versus particle number for different gaps $g$ and different values of $e$ for $A = 1$, $\gamma = 1$, $k = 1$ and $L = 1000$.
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