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The interaction of moving fluids with particles is still only understood phenomenologically when
the Reynolds number is not vanishing. I will present three different numerical studies all using the
solver “Fluent” which elucidate this issue from different points of view. On one hand I will consider
the case of fixed particles, i.e. a porous medium and present the distribution of channel openings,
fluid velocities and fluxes. These distributions show a scaling law in the density of particles and for
the fluxes follow an unexpected stretched exponential behaviour. The next issue will be filtering,
i.e. the release of massive tracer particles within this fluid. Interestingly a critical Stokes number
below which no particle is captured and which is characterized by a critical exponent of 1/2. Finally
I will also show data on salitation, i.e. the motion of particles on a surface which is dragged
by the fluid performs jumps. This is the classical seconoean transport mechanism responsible for dune
formation. The empirical relations between flux and wind velocity are reproduced and a scaling law
of the deformed wind profile is presented.

I. INTRODUCTION

Many applications in chemical engineering, fluid mechanics, geology and biology involve systems of parti-
cles immersed in a flowing liquid or gas [1–3]. Also fluid flow through a porous medium is of importance in many
practical situations ranging from oil recovery to chemical reactors and has been studied experimentally and theo-
retically for a long time [4–8]. Due to disorder, porous media contain many interesting properties that are how-
ever difficult to handle either numerically. One important feature is the presence of heterogeneities in the flux intensi-
dies due to the varying channel widths. They are crucial to understand stagnation, filtering, dispersion and tracer
diffusion.

The fluid mechanics in the porous space is based on the assumption that a Newtonian and incompressible fluid
flows under steady-state conditions. The Navier-Stokes and continuity equations for this case reduce to

\[ \rho \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \mu \nabla^2 \mathbf{u}, \quad (1) \]

\[ \nabla \cdot \mathbf{u} = 0, \quad (2) \]

where \( \mathbf{u} \) and \( p \) are the local velocity and pressure fields, respectively, and \( \rho \) is the density of the fluid. No-
slip boundary conditions are applied along the entire solid-fluid interface, whereas a uniform velocity profile,
\( u_z(0,y) = V \) and \( u_y(0,y) = 0 \), is imposed at the in-
let of the channel. For simplicity, we restrict our study to the case where the Reynolds number, defined here as
\( Re \equiv \rho V L_p / \mu \), is sufficiently low \( (Re < 1) \) to ensure a laminar viscous regime for fluid flow. We use FLUENT
[7], a computational fluid dynamic solver, to obtain the

numerical solution of Eqs. (1) and (2) on a triangulated grid of up to hundred thousand points adapted to the
geometry of the porous medium.

The traditional approach for the investigation of single-
phase fluid flow at low Reynolds number in disordered porous media is to characterize the system in terms of
Darcy’s law [4, 6], which assumes that a macroscopic index, the permeability \( K \), relates the average fluid ve-
locity \( V \) through the pores with the pressure drop \( \Delta P \) measured across the system,

\[ V = \frac{K \Delta P}{\mu L}, \quad (3) \]

where \( L \) is the length of the sample in the flow direction and \( \mu \) is the viscosity of the fluid. In previous studies [9–
15], computational simulations based on detailed models of pore geometry and fluid flow have been used to predict
permeability coefficients.

In this paper we present numerical calculations for a fluid
flowing through a two-dimensional channel of width
\( L_x \) and length \( L_y \) filled with randomly positioned circular
obstacles [16]. For instance, this type of model has been
frequently used to study flow through fibrous filters [30].
Here the fluid flows in the \( z \)-direction at low but non-
zero Reynolds number and in the \( x \)-direction we impose
periodic boundary conditions. We consider a particular
type of random sequential adsorption (RSA) model [18]
in two dimensions to describe the geometry of the porous
medium. As shown in Fig. 1, disks of diameter \( D \) are
placed randomly by first choosing from a homogeneous
distribution between \( D/2 \) and \( L_x - D/2 \) \( (L_y - D/2) \) the
random \( x-\langle y \rangle \)-coordinates of their center. If the disk
allocated at this position is separated by a distance smaller
than \( D/10 \) or overlaps with an already existing disk, this
attempts of placing a disk is rejected and a new attempt
is made. Each successful placing constitutes a decrease in
the porosity (void fraction) \( \epsilon \) by \( \pi D^2 / 4 L_x L_y \). One can
associate this filling procedure to a temporal evolution
and identify a successful placing of a disk as one time
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step. By stopping this procedure when a certain value of \( \varepsilon \) is achieved, we can produce in this way systems of well controlled porosity. We study in particular configurations with \( \varepsilon = 0.6, 0.7, 0.8 \), and 0.9.

II. DISTRIBUTIONS OF FLUX IN POROUS MEDIUM

First, we analyze the geometry of our random configurations making a Voronoi construction of the point set given by the centers of the disks [19, 20]. We define two disks to be neighbors of each other if they are connected by a bond of the Voronoi tessellation. These bonds constitute therefore the openings or pore channels through which a fluid can flow when it is pushed through our porous medium, as can be seen in the close-up of Fig. 1. We measure the channel widths \( l \) as the length of these bonds minus the diameter \( D \) and plot in Fig. 2 the (normalized) distributions of the normalized channel widths \( l^* = l/D \) for the four different porosities. Clearly one notices two distinct regimes: (i) for large widths \( l^* \), the distribution decays seemingly exponentially with \( l^* \), and (ii) for small \( l^* \) it has a strong dependence on the porosity, increasing dramatically at the origin with decreasing porosity. The crossover between the two regimes is visible as a peak which shifts at about \( l^* = 0.9 \) and 0.8 and then stays for smaller porosities at about \( l^* = 1 \), i.e., \( l = D \). These distribution functions can be qualitatively understood in the following way. For very large porosities, i.e., very dilute systems, the distance between the particles is essentially uncorrelated due to excluded volume and is therefore Gaussian distributed around a mean value \( l \).

FIG. 1: Contour plot of the velocity magnitude for a typical realization of a porous space with porosity \( \varepsilon = 0.7 \) subjected to a low Reynolds number and periodic boundary conditions applied in the \( \mu \) direction. The fluid is pushed from left to right. The colors ranging from blue (dark) to red (light) correspond to low and high velocity magnitudes, respectively. The close-up shows a typical pore opening of length \( l \) across which the fluid flows with a line average velocity \( \bar{u} \). The local flux at the pore opening is given by \( q = \mu \cos \theta \), where \( \theta \) is the angle between \( \bar{u} \) and the vector normal to the line connecting the two disks.

FIG. 2: Distributions of the normalized channel widths \( l^* = l/D \) for different values of porosity \( \varepsilon \). From left to right, the two vertical dashed lines indicate the values of the minimum distance between disks \( l^* = 0.1 \) and the size of the disks \( l^* = 1 \).

If for simplicity one imagines particles being on a regular triangular lattice as an idealized configuration in two dimensions, the following expression is obtained:

\[
(\bar{u}) = D \left( \frac{\pi}{2\sqrt{3}(1 - \varepsilon)} - 1 \right).
\]

The filling process will strongly feel the clogging due to excluded volume when one disk just fits into the hole between three disks. This situation occurs when \( \bar{u} = D(\sqrt{3} - 1) \). Inserting this into Eq. (4) gives a crossover porosity of \( \varepsilon = 1 - \pi/6\sqrt{3} \approx 0.7 \) which agrees with our simulation (see Fig. 2). Interestingly, a related property, namely the correlation function, does not seem to show such a crossover [21, 22]. For sufficiently large values of \( l \), all distributions \( P(l) \) collapse to a single curve when rescaled by the corresponding value of \( \bar{u} \) calculated from Eq. (4). This result indicates that our simple description based on a dilute system of particles placed on a regular lattice provides a good approximation for the geometry of the disordered porous medium.

Simulations have been performed [29] by averaging over 10 different pore space realizations generated for each value of porosity. The contour plot in Fig. 1 of the local velocity magnitude for a typical realization of the porous medium with porosity \( \varepsilon = 0.7 \) clearly reveals that the transport of momentum through the complex geometry generates preferential channels [15]. Once the numerical solution for the velocity and pressure fields in each cell of the numerical grid is obtained, we compute the fluid velocity magnitudes \( u \) associated to each channel. This value is the magnitude of the line average velocity vector \( \bar{u} \) calculated as the average over the local velocity vectors \( \vec{u} \) along the corresponding channel width \( l \).
FIG. 3: Double-logarithmic plot of the distributions of the local normalized velocity magnitudes $v'$, i.e., $v' / \bar{v}$, multiplied by $\varepsilon^2$ as explained in the text. The solid line is a Gaussian fit. The inset shows the distribution of the channel width multiplied by the cosine of the angle $\theta$ as defined in Fig.1.

In Fig. 3 we show the data collapse of all distributions of normalized velocity magnitudes $P(v')$, where $v' = v / \bar{v}$, obtained by rescaling the variable $v'$ with the corresponding value of $\varepsilon^{-2}$. It is also interesting to note that these rescaled distributions follow a typical Gaussian behavior except for very small $v' \varepsilon^2$, as indicated by the solid line in Fig. 3. The average interstitial velocity also scales with the porosity as $\langle v \rangle \sim \varepsilon^{-3}$, confirming the rescaling procedure adopted to obtain the collapse of the distributions $P(v')$ in the main plot of Fig. 3. Plotting for each channel $v$ against $l$ gives a cloud of points which for all considered values of $\varepsilon$ results in a rather unexpected least square fit relation of the type $v \sim \sqrt{l}$.

We now analyse the distribution of fluxes throughout the porous medium. Each local flux $q$ crossing its corresponding pore opening $l$ is given by $q = \bar{v} \cos \theta$, where $\theta$ is the angle between $\bar{v}$ and the vector normal to the cross section of the channel (see Fig. 1). In Fig. 4 we show that the distributions of normalized fluxes $\phi = q / \phi_0$, where $\phi_0 = \bar{V}L_b$ is the total flux, have a stretched exponential form,

$$P(\phi) \sim \exp(-\sqrt{\phi / \phi_0})$$

with $\phi_0 \approx 0.005$ being a characteristic value. This simple form of Eq. (5) is quite unexpected considering the rather complex dependence of $P(l)$ on $\varepsilon$. Moreover, all flux distributions $P(\phi)$ collapse on top of each other when rescaled by the corresponding value of $(l')^{-2}$. This collapse for distinct porous media results from the fact that mass conservation is imposed at the microscopic level of the geometrical model adopted here, which is microscopically disordered, but at a larger scale is macroscopically homogeneous [6].

FIG. 4: Log-log plot of the distributions of the normalized local fluxes $\phi = q / \phi_0$ for different porosities $\varepsilon$. The (red) dashed line is a fit of the form $\exp(-\sqrt{\phi / \phi_0})$, where $\phi_0 \approx 0.005$. In the inset we see a double-logarithmic plot of the global flux and the straight line verifies the Kozeny-Carman equation.

III. FILTRATION

Filtration is not only the basic mechanism to get clean air or water but also plays a crucial role in the chemical industry. For this reason it has been studied extensively in the past [23]. In particular, we will focus here on deep bed filtration where the particles in suspension are much smaller than the pores of the filter which penetrate until being captured at various depths. For non-Brownian particles, at least four capture mechanisms can be distinguished, namely, the geometrical, the chemical, the gravitational and the hydrodynamical process [23].

In the past, very carefully controlled laboratory experiments were conducted by Ghidaglia et al. [24] evidencing a sharp transition in particle capture as function of the dimensionless ratio of particle to pore diameter characterized by the divergence of the penetration depth. Using a capillary network to model the pore space morphology, they showed that this transition does not belong to the universality class of percolation, contrary to what simple geometrical considerations would suggest. Subsequently, Lee and Koplik [25] found a transition from an open to a clogged state of the porous medium that is function of the mean particle size. Much less effort, however, has been dedicated to quantify the effect of inertial impact on the efficiency of a deep bed filter. For example, Ghidaglia et al. [24] only included this effect heuristically in their model through an ad hoc particle capture parameter.

We will concentrate here on the inertial effects in capture which constitute an important mechanism in most practical cases and, despite much effort, are quantitatively not yet understood, as reviewed in Ref. [26]. The effect of inertia on the suspended particles is usually
quantified by the dimensionless Stokes number, \( St \equiv \frac{V \ell^2 \rho_p}{18 \mu} \), where \( \rho_p \) and \( \rho_D \) are the density of the particle, respectively, \( \ell \) is a characteristic length of the porous \( \mu \) is the viscosity and \( V \) is the velocity of the fluid. Inertial capture by fixed bodies has already been described since 1940 by Taylor and proven to happen for inviscid fluids above a critical Stokes number \( [27] \). This phenomenon has been studied on fixed, periodic arrays of rectangles and cylinders \( [28] \) without any detailed discussion about the nature of an eventual transition. It is our aim to present a detailed hydrodynamic calculation of the inertial capture of particles in a porous medium. We disclose novel scaling relations for ordered as well as random porous structures.

We first consider the case of an infinite ordered porous medium composed of a periodic arrangement of fixed circular obstacles (e.g., cylinders) \( [29] \). This system can then be completely represented in terms of a single square cell of unitary size and porosity given by \( \epsilon \equiv \frac{1 - \pi D^2}{4} \), where \( D \) is the diameter of the obstacle, as shown in Fig. 1. Assuming Stokesian flow through the void space an analytical solution has been provided by Marshall et al. \( [30] \). Here we use this solution to obtain the velocity flow field \( u \) and study the transport of particles numerically. For simplicity, we assume that the influence of suspended particles is so small that (i) the fluid phase is not affected by changes in the particle volume fraction, and (ii) particle-particle interactions are negligible. Moreover, we also consider that the movement of the particles does not impart momentum to the flow field. Finally, if we assume that the drag force and gravity are the only relevant forces acting on the particles, their trajectories can be calculated by integration of the following equation of motion:

\[
\frac{du_p^i}{dt} = \frac{(u^i - u_p^i)}{St} + F_g \frac{g}{|g|},
\]

where \( F_g \equiv (\rho_p - \rho) g \ell^2 / \rho_D \) is a dimensionless parameter, \( g \) is gravity, \( r^2 \) is a dimensionless time, and \( u_p^i \) and \( u^i \) are the dimensionless velocities of the particle and the fluid, respectively.

In Fig. 5, we show some trajectories calculated for particles released in the flow for \( St = 0.25 \). Once a particle touches the boundary of the obstacle, it gets trapped.

Our objective here is to search for the position \( x_0 \) of release at the inlet of the unit cell \( (x_0 = 0) \) and above the horizontal axis (the dashed line in Fig. 5), below which the particle is always captured and above which the particle can always escape from the system. As depicted in Fig. 5, the particle capture efficiency can be straightforwardly defined as \( \delta \equiv \frac{x_0}{x_{in}} \). In the limiting case where \( St \to \infty \), since the particles move ballistically towards the obstacle, the particle efficiency reaches its maximum, \( \delta = D \). For \( St \to 0 \), on the other hand, the efficiency is smallest, \( \delta = 0 \). In this last situation, the particles can be considered as tracers that follow exactly the streamlines of the flow, avoiding trapping at the solid matrix of the porous medium.

FIG. 5: Trajectories of particles released from different positions at the inlet of the periodic porous medium cell. The particles are dragged according to Eq. (6) with \( St = 0.25 \) and the flow field \( u \) is calculated from the analytical solution of Marshall et al. \( [30] \). The thick solid lines correspond to the trajectories that limit the trapping zone in the flow.

In Fig. 6, we show the log-log plot of the variation of \( \delta / D \) with the rescaled Stokes number \( St / (\epsilon - \epsilon_{min}) \) for periodic porous media in the presence of gravity. Here we use \( F_g = 16 \), a value that is compatible with the experimental setup described in Ref. \( [24] \). The inset shows the behavior of the system without gravity that can be characterized as a second order transition, \( \delta \sim (St - St_c)^{\alpha} \), with \( \alpha \approx 0.5 \) and \( St_c = 0.2679 \pm 0.0001 \), \( 0.2069 \pm 0.0001 \) and \( 0.1641 \pm 0.0001 \), for \( \epsilon = 0.35 \), 0.9 and 0.95, respectively.

In Fig. 6, we show the log-log plot of the variation of \( \delta / D \) with the rescaled Stokes number \( St / (\epsilon - \epsilon_{min}) \) for periodic porous media in the presence of gravity for three different porosities. In all cases, the variable \( \delta \) increases linearly with \( St \) to subsequently reach a crossover at \( St_c \), and finally approach its upper limit \( (\delta = D) \). The results of our simulations also show that \( St_c \sim (\epsilon - \epsilon_{min}) \), where \( \epsilon_{min} \) corresponds to the minimum porosity below which the distance between inlet and obstacle is too small for a massive particle to deviate from the obstacle. The collapse of all data shown in Fig. 6 confirms the validity of this simple rescaling approach.

The inset of Fig. 6 shows that the behavior of the system in terms of particle capture becomes significantly
different in the absence of gravity. The efficiency $\delta$ remains equal to zero up to a certain critical Stokes number, $S_t_c$, that corresponds to the maximum value of $St$ below which particles cannot be captured, regardless of the position $y_0$ to which they have been released. Although controversial [28], some evidence for such a finite critical point has been presented in previous analytical and numerical studies, where potential as well as viscous flow conditions have been considered [31].

Right above $S_t_c$, the variation of $\delta$ can be described in terms of a power-law, $\delta \sim (St - S_t_c)^{\alpha}$, with an exponent $\alpha \approx 0.5$. Our results show that, while the exponent $\alpha$ is practically independent of the porosity for $\epsilon > 0.8$, the critical Stokes number decreases with $\epsilon$, and therefore with the distance from the obstacle where the particle is released (see Fig. 6). To our knowledge, this behavior, that is typical of a second order transition, has never been reported before for inertial capture of particles. The same result is obtained when, instead of flow in a square unit cell, we use the circular setup proposed by Kuwabara [32].

A more realistic model for the porous structure must include disorder [29]. Here we adopt a random pore space geometry that is often used to describe porous media [18]. As shown in Fig. 1, it consists of non-overlapping circular obstacles of diameter $D$, separated by a distance larger than $D/10$, that are randomly allocated in a two-dimensional channel of width $h$, until a prescribed void fraction $\epsilon$ is reached. For compatibility between periodic and disordered descriptions, we take the characteristic pore size to be $\ell \equiv D/20$ (i.e., half of the minimum distance between any two obstacles of the disordered system). To reduce finite-size effects, periodic boundary conditions are applied in the $y$ direction. Finally, end effects of the flow field are reduced by attaching a header (inlet) and a recovery (outlet) region to the two opposite faces of the channel.

The transport of momentum through the complex geometry generates typical preferential channels [15]. Once the velocity and pressure fields are obtained for the flow in the pore space, we proceed with the calculation of particle transport. When the relative velocity is low $|u - u_p| \ll 1$, the relation between the particle and the fluid densities is high, $\rho_p/\rho \gg 1$, and $\sigma_p > 1\mu m$, except for the drag force and gravity, most of the forces acting on the particles become negligible [33]. As before, the trajectories of the particles are calculated by numerical integration of the equations of motion, but now considering a drag coefficient which is based on the empirical relation proposed by Morini and Alexander [34].

For a fixed value of $St$, we consider up to 1000 particles to determine (i) whether or not these particles get trapped and (ii) the precise position at the surface of the porous matrix where their capture takes place. From these positions, as shown in the inset of Fig. 7, we plot the profiles of the fraction of non-captured particles $\phi$ against the longitudinal distance $x$ along the channel. In the limiting case of a very dilute system ($\epsilon \approx 1$) with particles being transported in the ballistic regime ($St \rightarrow \infty$), it is easy to show that $\phi(x) = exp(-x/\lambda)$, with a penetration length given by $\lambda = \pi D/4(1-\epsilon)$. For low and moderate values of $St$, the behavior of $\phi(x)$ is still exponential, but $\lambda$ now being a function of the Stokes number. We postulate that the previous result can be generalized to any combination of $\epsilon$ and $St$ as,

$$\lambda = \pi D^2/4(1-\epsilon) \delta,$$

(7)

where the length $\delta$ is the capture efficiency analogously defined as for the periodic porous medium. As shown in Fig. 7, the penetration length follows a power-law $\lambda \sim (St)^{-\alpha}$, with a scaling exponent $\alpha \approx 1$ that is, within the numerical error bars, the same for the three values of porosity investigated. This value is also consistent with the exponent found for the periodic case with gravity.

In Fig. 7 the data collapse obtained for different values of $\epsilon$ reveals that the random porous system can be described very closely by the relation

$$\frac{\lambda}{D} = \frac{\beta}{St(1-\epsilon)},$$

(8)

with a prefactor $\beta \approx 0.008$. For all practical purposes, this value is a constant for the physical model of porous geometry, flow and phenomenology of particle capture studied here.
IV. SALTATION

The transport of sand by wind is a major factor in sand encroachment, dune motion and the formation of coastal and desert landscapes. The dominating transport mechanism is saltation as first described by Bagnold [35] which consists of grains being ejected upwards, accelerated by the wind and finally impacting onto the ground producing a splash of new ejected particles. Reviews are given in Refs. [30, 37]. Quantitatively this process is however far from being understood.

Due to Newton's second law the wind loses more momentum with increasing number of airborne particles until a saturation is reached. The maximum number of grains a wind of given strength can carry through a unit area per unit time defines the saturated flux of sand $q_s$. This quantity has been measured by many authors in wind tunnel experiments and on the field, and numerous empirical expressions for its dependence on the strength of the wind have been proposed [38–43]. In previous studies theoretical forms have also been derived using approximations for the drag in turbulent flow [44, 45]. All these relations are expressed as polynomials in the wind shear velocity $u_s$ which are of third order, under the assumption that the grain hopping length scales with $u_s$ [38, 39, 44–46] and otherwise can be more complex [40]. The velocity profile in a particle laden layer has also been the object of measurement [47, 48] and modeling [49]. Surprisingly however very few measurements of the height of the saltation layers as function of $u_s$ have been reported [50] and no systematic data close to the threshold are available. The complete analytical treatment of this problem remains out of reach not only because of the turbulent character of the wind, but also due to the underlying moving boundary conditions in the equations of motion. More recently, a deterministic model for aeolian sand transport without height dependency in the feedback has been proposed [51]. Despite much research in the past [52] there remain many uncertainties about the trajectories of the particles and their feedback with the velocity field of the wind. It is this challenge which motivated the present work and led us to discover a scaling relation for the distortion of the velocity profile.

We will present the first numerical study of saltation which solves the turbulent wind field and its feedback with the dragged particles [53]. As compared to real data, our values have no experimental fluctuations neither in the wind field nor in the particle size. As a consequence, we can determine all quantities with higher precision than ever before, and therefore with a better resolution close to the critical velocity at which the saltation process starts. In order to get quantitative understanding of the layer of airborne particle transport above a granular surface, we simulate the situation inside a two-dimensional channel with a mobile top wall as schematically shown in Fig. 8. We impose a pressure gradient between the left and the right side. Gravity points down, i.e., in negative $y$-direction. The $y$-dependence of the pressure drop is adjusted in such a way as to insure a logarithmic velocity profile along the entire channel in the case without particles, as it is expected in fully developed turbulence [54]. More precisely, this profile follows the classical form

$$u_y(y) = \left( u_s/\kappa \right) \ln(y/y_0) ,$$

where $u_s$ is the component of the wind velocity in the $x$-direction, $u_y$ is the shear velocity, $\kappa = 0.4$ is the von Karman constant and $y_0$ is the roughness length which is typically between $10^{-4}$ and $10^{-2}$m. The upper wall of the channel is moved with a velocity equal to the velocity of the wind at that height in order to insure a non-slip boundary condition.

The fluid mechanics inside the channel is based on the assumptions that we have an incompressible and Newtonian fluid flowing under steady-state and homogeneous turbulent conditions. The fluid is air with viscosity $\mu = 1.7894 \times 10^{-5} \text{ kg m}^{-1} \text{s}^{-1}$ and density $\rho = 1.225 \text{ kg m}^{-3}$. The Reynolds-averaged Navier-Stokes equations with the standard $k$–$\varepsilon$ model are used to describe turbulence. The numerical solution for the velocity and pressure fields is obtained through discretization by means of the control volume finite-difference technique [7]. The integral version of the governing equations is considered at each cell of the numerical grid to generate a set of non-linear algebraic equations which are linearized and solved.

After having produced a steady-state turbulent flow, we proceed with the simulation of the particle transport along the channel. Assuming that drag and gravity are the only relevant forces acting on the particles, their trajectory can be obtained by integrating the following equation of motion:

$$\frac{d\mathbf{u}_p}{dt} = F_D(u - \mathbf{u}_p) + \mathbf{g}(\rho_p - \rho)/\rho_p ,$$

where $\mathbf{u}_p$ is the particle velocity, $\mathbf{g}$ is gravity and $\rho_p = 2.650 \text{ kg m}^{-3}$ is a typical value for the density of sand particles. The term $F_D(u - \mathbf{u}_p)$ represents the drag force per unit particle mass where

$$F_D = \frac{18\mu}{\rho_p \mathbf{u}_p^2} \frac{C_D \text{Re}}{24} ,$$
\[ d_p = 2.5 \times 10^{-4} \text{ m} \] is a typical particle diameter, \( \text{Re} = \frac{\rho v_p |u_p - u|}{\mu} \) is the particle Reynolds number, and the drag coefficient \( C_D \) is taken from empirical relations [34]. Each particle in our calculation represents in fact a stream of real grains. It is necessary to take into account the feedback on the local fluid velocity due to the momentum transfer to and from the particles. The momentum transfer from one phase to another is computed by adding the momentum change of every particle as it passes through a control volume [7],

\[ F = \sum_{\text{particles}} F_D (u - u_p) \frac{m_p \Delta t}{\Delta t}, \]

where \( m_p \) is the mass flow rate of the particles and \( \Delta t \) the time step. The exchange term Eq. (12) appears as a sink in the continuous phase momentum balance.

In Fig. 8 we see the trajectory of one particle stream and the velocity vectors along the \( z \)-direction. Each time a particle hits the ground it loses a fraction \( r \) of its energy and a new stream of particles is ejected at that position with an angle \( \theta \). The parameters \( r = 0.84 \) and \( \theta = 36^\circ \) are chosen from experimental measurements [35, 50].

If \( u_1 \) is below a threshold value \( u_1 \) the energy loss at each impact prevails over the energy gain during the acceleration through drag and particle transport comes to a halt. Only for \( u_1 > u_1 \) steady sand motion is achieved. The resulting flux is given by

\[ q = m_p n_p, \]

where \( n_p \) is the number of particle streams released. The first added particle streams are strongly accelerated in the channel and their jumping amplitude increases after each ejection until a maximum is reached. The more particles are injected the smaller is this final amplitude. Beyond a certain number \( n_p \) of particle streams, the trajectories however start to lose energy and the overall flux is reduced. This critical value \( n_p \) characterizes the saturated flux \( q_s \) through Eq. (13).

In Fig. 9 we see the plot of \( q_s \) as function of the wind velocity \( u_1 \). Clearly, there is a critical wind velocity threshold \( u_1 \) below which no sand transport occurs at all. This agrees well with experimental observations [35, 39].

Also shown in Fig. 9 is the best fit to the numerical data using the classical expression proposed by Lettau and Lettau [39],

\[ q_s = C_L \frac{\rho g}{g} (u_1 - u_0), \]

where \( C_L \) is an adjustable parameter. We find rather good agreement using fit parameters of the same order as those of the original work [39] and a threshold value of \( u_1 = 0.35 \pm 0.02 \). This is in fact, to our knowledge, the first time a numerical calculation is able to quantitatively reproduce this empirical expression and it confirms the validity of our simulation procedure. Other empirical relations from the literature [44-48] can also be used to fit these results. In Fig. 9 we also show that for large values of \( u_1 \) asymptotically one recovers Bagnold's cubic dependence. Close to the critical velocity \( u_1 \) we interestingly find that a parabolic expression of the form

\[ q_s = \alpha (u_1 - u_0)^2 \]

fits the data better than Eq. (15), as can be seen in Fig. 9 and in particular in the inset. In the limit \( u_1 \gg u_0 \) one obtains the classical behavior of Bagnold [38], as verified by the dash-dotted line in Fig. 9 and which is consistent with Refs. [39, 44-48]. The limit \( u_1 \approx u_0 \), however, yields the quadratic relation for the flux given in Eq. (15). Physically this is due to the fact that close to \( u_0 \) the laminar component cannot be neglected.

The velocity profile of the wind within the layer of grain transport is experimentally much more difficult to access than the flux. This profile clearly deviates from the undisturbed logarithmic form of Eq. (9) because of the momentum the fluid must locally exchange with the particles. In Fig. 10 we show the loss of velocity with respect to the logarithmic profile without particles of Eq. (9) for different values of \( q \) as function of the height \( y \). As clearly seen in Fig. 10, the loss of velocity is maximal at the same height \( y_{\text{max}} \), regardless of the value of flux \( q \). Except for large values of the flux, dividing the velocity axis by \( q \) one can collapse all the profiles quite well on top of each other as can be verified in the inset of Fig. 10.

The position \( y_{\text{max}} \) of the height of maximum loss depends essentially linearly on \( u_1 \) as shown in Fig. 11. This is consistent with the observation that the saltation jump length is proportional to \( u_1 \) [42]. Quantitatively the data

![Logarithmic plot of the saturated flux \( q_s \) as function of \( u_1 \). The dashed line is the fit using the expression proposed by Lettau and Lettau [39], \( q_s \propto u_0^2 (u_1 - u_0) \), with \( u_0 = 0.55 \pm 0.02 \). The full line corresponds to Eq. (15) and the dashed-dotted line to Bagnold's relation, \( q_s \propto u_0^2 \) [39]. The results shown in the inset confirm the validity of the the power-law relation Eq. (15), \( q_s \propto (u_1 - u_0)^2 \), with the critical point given by \( u_1 = 0.33 \pm 0.01 \).](image-url)
FIG. 10: Profile of the velocity difference $u_j(0) - u_j(q)$ for different values of the flux $q$ at $u_0 = 0.51$. The inset shows the data collapse of these data obtained by rescaling the velocity difference with the corresponding $g$.

FIG. 11: Height $y_{max}$ of the maximum loss of velocity as function of $u_\infty$. The solid line corresponds to the best linear fit to the data with a slope equal to 0.35. By extrapolation, the intercept with the $x$-axis provides an alternative estimate for the critical point, $u_\infty = 0.35$ m/s, that is consistent with the other calculations.

in Fig. 11 also fits very well into the experiment data plots of Ref. [50] and is consistent with the analytical arguments of Ref. [45]. By extrapolation to $y_{max} = 0$, we obtain an alternative estimate for the threshold velocity, $u_\infty = 0.35$ m/s, that is consistent with the values calculated before from the fits to the data using Eqs. (14) and (15).

Whoever has been in the desert or on a beach during a very windy day knows that the salivation process in nature looks like a sheet of particles floating above ground at a certain height $y$, which strongly depends on the wind velocity. This height corresponds to the position of the largest likelihood to find a particle as obtained from the maximum of the density profile of particles as function of height $y$. Fig. 11 implies that the profile of velocity difference of the wind has a minimum at a similar height, which is consistent with the maximal loss of momentum. Within the error bars our results in fact yield that $y$, coincides with the value of $y_{max}$ in Fig. 11.

V. CONCLUSION

Summarizing we have found [16] that although the distribution of channel widths in a porous medium made by a two-dimensional RSA process is rather complex and exhibits a crossover at $l \sim D$, the distribution of fluxes through these channels shows an astonishingly simple behavior, namely a square-root stretched exponential distribution that scales in a simple way with the porosity. The velocity magnitudes follow a Gaussian distribution truncated at small velocities which scale with the square of the porosity. We show that our results can be macroscopically described in terms of the Komorni-Carman relation. Future tasks consist in generalizing these studies to higher Reynolds numbers, three-dimensional models of porous media and other types of disorder.

We have also studied the phenomenon of inertial capture of particles in two-dimensional periodic as well as random porous media [29]. For the periodic model in the absence of gravity, there exists a finite Stokes number below which particles never get trapped. Furthermore, our results indicate that the transition from non-trapping to trapping with the Stokes number is of second order with a scaling exponent $\alpha \approx 0.5$. In the presence of gravity, we show that (i) this non-trapping regime is suppressed (i.e., $St_c = 0$) and (ii) the scaling exponent changes to $\alpha \approx 1$. We intend to investigate in the future the effect on the capture efficiency of simultaneous multiple particle release and the possibility of non-trapping at first contact.

Finally we have shown results of simulations [53] giving insight about the layer of granular transport in a turbulent flow. The lack of experimental noise allows for a precise study close to the critical threshold velocity $u_\infty$ that lead us to a parabolic dependence of the saturated flux. In addition, we show that the velocity profile disturbed by the presence of grains scales linearly with the flux of grains, except close to saturation. Notably a characteristic height appears at which the momentum loss in the fluid and the grain density are maximized. Moreover, this height increases linearly with the wind velocity $u_\infty$. The present model can be extended in many ways including the study of the dependence of the aeolian transport layer on the grain diameter, the gas viscosity, and the solid or fluid densities. This would allow to calculate, for instance, the granular transport on Mars and compare with the expression presented in Ref. [40].
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